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Abstract

Background: Amnestic mild cognitive impairment (aMCI), owing to its high prevalence and significant prognostic relevance for dementia, has be-
come a key focus in the early detection and intervention of neurodegenerative diseases. However, the abnormal intrinsic brain functional network 
dynamics in aMCI patients remain inadequately understood.
Methods: A total of 66 participants, comprising 31 aMCI patients and 35 age- and education-matched healthy controls (HCs), underwent rest-
ing-state fMRI scans and comprehensive neuropsychological assessments. This study examined intrinsic brain network dynamics in aMCI pa-
tients via dynamic functional network connectivity (dFNC) analysis, dynamic graph theoretical analysis, and multilayer network analysis.
Results: Compared with HCs, aMCI patients presented a significantly shorter mean dwell time (MDT) in state 2 (P < 0.05). In addition, the mod-
ularity coefficient Q was significantly greater in aMCI patients (1.40 ± 1.20) than in HCs (0.90 ± 0.46, P < 0.05). No significant differences were 
observed between the groups in terms of network efficiency or network switching rates.
Conclusion: These findings emphasize significant abnormal intrinsic brain functional network dynamics in aMCI patients, with disrupted network 
stability and increased modularity indicating maladaptive reorganization of brain networks. These results provide valuable biomarkers for early 
diagnosis and intervention, contributing to a deeper understanding of the neurobiological underpinnings of cognitive decline in aMCI patients.
Keywords: aMCI; dynamic functional network; fMRI; multilayer networks; independent component analysis; graph theory.
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Abnormal intrinsic brain functional network dynamics 
in amnestic mild cognitive impairment

Introduction

Mild cognitive impairment (MCI) represents an intermediate 
stage between normal aging and dementia and is character-
ized by a progressive decline in memory or other cognitive 
functions without significant impairment in activities of daily 
living but does not meet the diagnostic criteria for dementia 
[1]. Amnestic mild cognitive impairment (aMCI), the most 
common subtype, is likely to progress to dementia, with an 
80% probability of progressing within 6 years of diagnosis [2]. 
Owing to its high prevalence and strong prognostic relevance 
for dementia, aMCI has emerged as a critical focus for early 
detection and intervention in neurodegenerative disease re-
search [3].
Functional magnetic resonance imaging (fMRI), especially 
resting-state fMRI, has become a powerful tool for investigat-
ing the intrinsic brain functional network. Numerous studies 

have demonstrated that aMCI patients exhibit abnormal intrin-
sic functional connectivity in specific brain networks, such as 
the default mode network (DMN) and frontoparietal network 
(FPN), which are closely associated with cognitive impair-
ments [4]. Despite these findings, most existing studies have 
focused primarily on static functional network connectivity, 
often overlooking the dynamic and temporally variable nature 
of intrinsic brain activity [5]. However, brain networks dynami-
cally reorganize their functional connections over time [5], and 
these dynamic properties may reveal essential neuropatho-
logical mechanisms underlying cognitive dysfunction in aMCI 
patients.
This study investigated abnormal intrinsic brain functional 
network dynamics in aMCI patients via dynamic functional 
network connectivity (dFNC) analysis and multilayer network 
analysis. Unlike traditional static methods, dFNC enables the 
examination of temporal fluctuations and state transitions in 
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functional connectivity, offering a more nuanced understand-
ing of network instability and adaptability in aMCI patients [6]. 
These dynamic changes may reflect underlying neuropatho-
logical processes that static analyses fail to capture, offering 
deeper insight into the mechanisms driving cognitive decline. 
Additionally, examining variability in brain network topology, 
such as global and local efficiency, reveals disruptions in the 
brain's capacity for efficient information integration and pro-
cessing [7]. Disruptions in these topological properties may 
signal impairments in the ability of the brain to efficiently pro-
cess and integrate information, which is crucial for maintain-
ing cognitive function [8].
Another key dimension in the study of brain network dynam-
ics is modular organization, which is commonly quantified by 
the modularity coefficient Q. Modularity reflects the degree 
to which brain regions are clustered into functionally special-
ized modules or communities, promoting efficient local pro-
cessing within modules while enabling integration across the 
brain [9]. However, alterations in modularity—manifested as 
either excessive segregation or impaired integration between 
modules—have been implicated in cognitive decline and neu-
rodegenerative processes [10]. Notably, an increased modu-
larity coefficient Q may signal a shift toward heightened local 
specialization at the expense of global network coordination, 
which could hinder the ability of the brain to integrate informa-
tion and respond adaptively to cognitive demands [9, 11]. In 
parallel, the rate at which the brain transitions between differ-
ent network states, termed the network switching rate, serves 
as an index of network flexibility and adaptability. Frequent 
and efficient switching is thought to facilitate cognitive flexibil-
ity and support dynamic responses to changing environmental 
or task-related requirements [12]. In aMCI patients, disruptions 
in modularity and alterations in network switching rates may 
reflect maladaptive neural reorganization or compensatory 
mechanisms in response to emerging cognitive deficits.
In summary, this study aims to comprehensively characterize 
the abnormal intrinsic brain functional network dynamics in 
aMCI patients via dFNC analysis, dynamic graph theoretic 
analysis, and multilayer network analysis. These dynamic out-
comes have the potential to reveal specific biomarkers for the 
early detection and monitoring of disease progression, offering 
new opportunities for personalized interventions. The findings 
from this study are expected to provide a deeper understand-
ing of how large-scale brain network reorganization contrib-
utes to cognitive decline in aMCI patients, thereby informing 
future clinical strategies for the diagnosis and management of 
neurodegenerative diseases.

Materials and Methods

Participants
For this case-control study, we initially recruited 110 partic-
ipants from the Memory Clinic of Yueyang Hospital of Inte-
grated Traditional Chinese and Western Medicine and local 
communities in Shanghai between January 2022 and October 
2022. Ultimately, 31 (28.18%) aMCI patients and 35 (31.82%) 
healthy controls (HCs) matched for age, sex, and education 
were included. Approval for the study was obtained from the 
local ethics committee (NO. 2021-103), and all participants 
provided informed consent.

The inclusion criteria for the aMCI group were as follows: (1) 
met the Jak/Bondi diagnostic criteria [13]; (2) had a Mini-Men-
tal State Examination (MMSE) score > 24 points [14]; (3) were 
aged 55–80 years; (4) had objective memory impairment, Au-
ditory Verbal Learning Test Long-Term Delay Recall (AVLT-N5) 
and Recognition (AVLT-N7) scores falling below 1.0 standard 
deviation (SD) from the age-corrected normative mean [15]; (5) 
had complex Instrumental Activity of Daily Living (IADL) ability 
that might have been slightly impaired while still maintaining 
independent daily living [16]; (6) had a Clinical Dementia Rat-
ing (CDR) memory score of 0.5 points [17] but did not meet the 
diagnostic criteria for dementia set by the National Institute 
on Aging-Alzheimer's Association (NIA-AA) [18]; and (7) were 
right-handed.
The inclusion criteria for the HCs group were as follows: (1) 
lacked complaints of cognitive decline; (2) had neuropsycho-
logical testing results that did not meet Jak/Bondi's diagnostic 
criteria [13]; (3) had a normal ability to perform activities of 
daily living; and (4) lacked a family history of dementia.
The exclusion criteria for all participants were as follows: (1) 
had a history of mental illness, such as delirium, mania, de-
pression, or anxiety; (2) had contraindications for magnetic 
resonance imaging (MRI) examination; (3) had less than 6 
years of education; (4) had severe aphasia and audio-visual 
impairment; (5) had severe medical diseases, such as car-
diopulmonary insufficiency, liver, or renal insufficiency; and 
(6) had other diseases that caused cognitive impairment and 
white matter hyperintensity lesions, such as cerebrovascular 
disease, craniocerebral trauma, hydrocephalus, brain tumors, 
or intracranial infection.

Neuropsychological testing
All participants underwent comprehensive neuropsychological 
testing conducted by two senior neuropsychologists who were 
blinded to the clinical diagnosis. General cognitive function 
was assessed via the MMSE, Montreal Cognitive Assess-
ment-Basic (MoCA-B) and Addenbrooke's Cognitive Examina-
tion III (ACE-III) [14, 19-20]. Memory function was assessed 
via the AVLT [21], and attention function was assessed via the 
Symbol Digit Modalities Test (SDMT) [22]. Language function 
was assessed via the Boston Naming Test (BNT) [23] and An-
imal Verbal Fluency Test (AFT) [24]. Executive function was 
assessed via the Stroop test [25], and spatial function was 
assessed via the Judgment of Line Orientation (JLO) test [26] 
and Silhouette Test (ST) [27].

Data acquisition
A 3.0 Tesla Magnetom Prisma scanner (Siemens Healthcare, 
Erlangen, Germany) was used for fMRI scanning, employing a 
head coil for scans ranging from the cranial vertex to the level 
of the foramen magnum. During the scan, they were asked 
to lie quietly in the scanner, close their eyes without falling 
asleep, and try to keep their heads as still as possible. The de-
tailed fMRI protocols are provided in Supplemental Table 1.

Data preprocessing
The standard pipeline of Statistical Parametric Mapping ver-
sion 12 (SPM12, https://www.fil.ion.ucl.ac.uk/spm/software/
spm12/) was used for resting-state fMRI data preprocessing. 
This data preprocessing pipeline included the exclusion of the 
first 10 volumes, slice timing correction, realignment, normal-
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ization and smoothing [15].

Group independent component analysis
Group independent component analysis (ICA) was performed 
on the preprocessed fMRI data via the Group ICA of the Func-
tional MRI Toolbox (GIFT v3.0c, http://icatb.sourceforge.net) 
[28]. The detailed processing procedure involves the following 
steps: (1) Principal component analysis (PCA) is applied twice 
to perform dimensionality reduction on the preprocessed data 
[29]. (2) The InfoMax algorithm is applied to perform ICA on 
the PCA-reduced dataset to extract independent components 
(ICs) [30]. (3) Independent component analysis and stability 
selection (ICASSO) was applied for 20 repeated iterations 
to increase the reliability and stability of the ICA results [31], 
ultimately yielding 17 ICs. (4) Individual-level ICs were extract-
ed from the group ICA back-reconstruction and subjected to 
Fisher's Z-transformation [32]. (5) The sorting component GUI 
module in the GIFT software, in conjunction with the maximum 
spatial overlap of spatial network templates, was employed to 
select significant ICs and categorize them into distinct func-
tional networks. The selection criteria for ICs were detailed in 
Supplementary Material 1.
The time series signals corresponding to the ICs mapped to 
brain functional networks were postprocessed to reduce noise 
interference: (1) removal of linear, quadratic, and cubic drifts; 
(2) removal of spike signals; (3) low-pass filtering with a cutoff 
frequency of 0.15 Hz; and (4) regression of head motion pa-
rameters [33].

Dynamic FNC analysis
The GIFT toolbox (v3.0c, http://icatb.sourceforge.net) was uti-
lized to extract the time series of ICs associated with the func-
tional brain networks for dFNC analysis. The time series were 
segmented into multiple consecutive time windows via the 
widely applied sliding window approach, with a window length 
of 44 seconds (55 TRs) and a step size of 1 TR, as this selec-
tion has been reported to provide a good balance between 
the ability to capture dynamic functional connectivity changes 
and the quality of correlation matrix estimation [34]. On this 
basis, k-means clustering methods were employed to perform 
clustering analysis on the dFNC matrix [35]. The L1 distance 
(Manhattan distance) function was employed to estimate the 
similarity between different time windows [36], and 500 iter-
ations and 150 repetitions were used to increase the robust-
ness of the results [37]. The optimal number of clusters was 
determined via the elbow method (k = 4) [37], which involves 
partitioning the dFNC into four states. For each state, the fol-
lowing temporal features were computed: (1) fraction time 
(FT): the frequency with which each state occurs during the 
total duration; (2) mean dwell time (MDT): the average time the 
subjects remain in each state; (3) number of transitions (NT): 
the number of transitions between different dynamic states, 
reflecting the frequency with which the brain network switches 
from one state to another [33]. Then, a validation analysis was 
conducted using a window length of 56 seconds (70 TRs) to 
evaluate robustness. Additionally, edge analysis was conduct-
ed for each state to assess the functional connectivity among 
different brain networks.

Dynamic graph theoretic analysis
The graph theoretical analysis (GRETNA) toolbox (http://www.

nitrc.org/projects/gretna/) [38] was applied to conduct graph 
theoretical variability analysis on the dFNC matrix in each 
time window. To ensure the sparsity and comparability of the 
results, a stepwise thresholding method (0.27: 0.01: 0.48) 
was employed to compute the variations in the graph theory 
metrics across different sparsity levels [39]. At each sparsity 
threshold, two categories of graph theory metrics were calcu-
lated: global efficiency and local efficiency. The variability of 
the area under the curve (AUC) for global and local efficiency 
across all sparsity levels was used to evaluate the dynamic 
evolution of the brain's functional network topology, there-
by avoiding bias associated with selecting a single sparsity 
threshold [33].

Multilayer modularity and network switching analysis
The functional network connectivity information of each time 
window is treated as an individual layer, with layers from differ-
ent time windows interlinked to form a multilayer network. The 
iterative ordered Louvain algorithm was applied to perform 
modularity analysis of the network (with parameters gammas 
= [0.9, 1, 1.1], omegas = [0.5, 0.75, 1]) . This algorithm can 
automatically identify functional modules within the network 
and compute the modularity coefficient Q, which quantifies 
the density of different modules and the strength of connec-
tions between modules. Additionally, the network transition 
rate of nodes was computed to assess the dynamic changes 
and switching patterns of the brain network across functional 
modules. The data processing pipelines are depicted in Figure 
1.

Figure 1. Pipelines for data processing.

Statistical analysis
Clinical data were analyzed via SPSS software version 27.0 
(IBM Corp., Armonk, NY, USA). Intergroup comparisons for 
continuous variables were performed via the independent 
two-sample t-test, whereas categorical variables were an-
alyzed via the chi-square (χ²) test. A significance level of 
P < 0.05 was considered indicative of statistically significant 
differences between the groups.
The FT, MNT, NT, variability of global and local efficiency, mod-
ularity coefficient Q, and network switching analysis were com-
pared between groups via a general linear model, with age, 
sex, and education included as covariates. Partial correlation 
analyses were subsequently conducted between the afore-
mentioned group-differentiated network metrics and neuropsy-
chological test scores, with age, sex, and education included 
as covariates.

A
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Results

Demographic and clinical characteristics
The baseline characteristics of aMCI patients and HCs are 
listed in Table 1, including demographic data and cognitive 
function scores. There was no statistically significant differ-
ence in gender, age, height, weight or education between the 
two groups (P > 0.05). aMCI patients presented impairments 
in general cognitive function and in multiple specific cognitive 
domains.

Intrinsic connectivity networks
Ten significant independent components (ICs) were identified 
and assigned to six brain networks (Figure 2): the dorsal atten-
tion network (DAN: IC12 and IC15); the default mode network 
(DMN: IC13 and IC16); the frontoparietal network (FPN: IC1 
and IC7); the somatomotor network (SMN: IC6); the ventral 

attention network (VAN: IC10); and the visual network (VN: IC2 
and IC3).

Dynamic FNC analysis
After applying clustering via the k-means algorithm, the opti-
mal number of clusters was determined via the elbow method, 
resulting in four states (Figure 3): state 1 (32%), state 2 (44%), 
state 3 (16%), and state 4 (8%).
Compared with HCs, the MDT in state 2 was significantly lower 
in aMCI patients (P < 0.05), whereas no statistically significant 
differences were observed in the FT or NT across the four 
states between the two groups (Figure 4, P > 0.05). Partial cor-
relation analysis further revealed a significant positive correla-
tion between MDT in state 2 and completion time on Stroop 
test A, after controlling for age, sex, and education (r = 0.338, 
P = 0.007).
Additionally, the results of the edge analysis for each state are 
shown in Supplementary Figure 1.

Figure 2 Spatial patterns of the resting-state networks.

A B C D

E F G H

Figure 3. K-means clustering analysis results.

A

A
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Characteristics HCs (N = 35) aMCI (N = 31) T/χ2 P

Basic characteristics
Age (y) 65.09±6.49 67.65±7.32 -1.505 0.137

Education (y) 11.46±3.13 11.74±3.11 -0.37 0.712
Height (cm) 163.51±6.21 161.15±12.17 0.914 0.367
Weight (kg) 61.94±9.58 62.58±12.24 -0.223 0.824

Gender, male (%) w8 (22.86%) 13 (41.94%) 2.758 0.097
Cognitive performance
General cognitive func-

tion
MMSE 28.43±1.52 27.13±1.63 3.353 0.001

MoCA-B 26.26±1.99 22.52±3.13 5.863 < 0.001
ACE-Ⅲ 82.49±8.19 76.32±6.03 3.507 < 0.001

Memory function
AVLT 60.49±9.63 34.42±8.24 11.738 < 0.001

AVLT-N1 4.06±1.30 2.97±0.89 3.869 < 0.001
AVLT-N2 6.86±1.77 4.47±0.94 6.942 < 0.001
AVLT-N3 8.23±1.59 5.23±1.25 8.487 < 0.001
AVLT-N4 6.69±1.71 2.33±1.37 11.181 < 0.001
AVLT-N5 6.37±1.97 1.57±1.36 11.253 < 0.001
AVLT-N6 6.17±2.42 1.90±1.40 8.861 < 0.001
AVLT-N7 22.11±1.57 17.10±1.77 12.118 < 0.001

Attention function
SDMT 42.40±8.97 30.10±13.13 4.336 < 0.001

Language function
BNT 24.24±2.84 22.67±4.08 1.769 0.082
AFT 18.57±4.34 16.35±4.29 2.083 0.041

Executive function
Stroop test-A 24.00±0.00 23.97±0.19 1.000 0.326
Stroop test-B 23.20±1.86 21.83±2.77 2.279 0.027

Stroop test-A (s) 13.84±3.98 13.30±2.60 0.632 0.530
Stroop test-B (s) 34.78±18.47 41.73±10.33 -1.812 0.075
Spatial function

JLO 463.11±32.27 380.48±59.78 7.098 < 0.001
ST 235.37±19.41 204.58±43.96 3.754 < 0.001

Figure 4. Dynamic temporal properties of dFNC states. A-D Cluster centroids for each state; E-H Functional connectivity in each state. 

A fraction time; B mean dwell time; C number of transitions; The middle horizontal line represents the mean value, and the upper and lower hori-
zontal lines represent the standard deviations. aMCI: amnestic mild cognitive impairment; HCs: healthy controls; *: P < 0.05.

A

Table 1. Clinical characteristics and neuropsychological testing results.A
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Dynamic network topology analysis
Dynamic network topology analysis, which is based on the 
variance of the dFNC matrix, revealed no significant differenc-
es in global or local efficiency between the two groups (Sup-
plementary Figure 2, P > 0.05).

Multilayer modularity and network switching analysis
Compared with that in HCs (0.90 ± 0.46), the modularity co-
efficient Q in aMCI patients (1.40 ± 1.20) was significantly 
greater (P < 0.05), with gammas = 1 and omegas = 1. Partial 
correlation analysis further revealed a significant negative cor-
relation between the modularity coefficient Q and the SDMT 
score after controlling for age, sex, and education (r = -0.349, P 
= 0.004). However, no significant differences were observed in 
the network switching rates of the six brain networks between 
the groups (Figure 5, P > 0.05). The results for additional pa-
rameter combinations (gammas = [0.9, 1, 1.1] and omegas = 
[0.5, 0.75, 1]) can be found in Supplementary Table 2.

Validation analysis
After applying clustering via the k-means algorithm, the opti-
mal number of clusters was determined via the elbow method, 
resulting in four states (Supplementary Figure 3): state 1 (44%), 
state 2 (10%), state 3 (36%), and state 4 (30%).
Compared with that in HCs, the MDT in state 1 was significant-
ly lower in aMCI patients (P < 0.05), whereas no statistically 
significant differences were observed in the FT or NT across 
the four states between the two groups (Supplementary Figure 
4, P > 0.05).

Discussion

This study investigated the abnormal intrinsic brain functional 
network dynamics in aMCI patients through the application 
of dFNC analysis, dynamic graph theory analysis and mul-
tilayer brain network analysis. K-means clustering analysis 
categorized the brain network into four states, with state 2 
occupying the largest proportion (44%), in which aMCI patients 
demonstrated significantly lower MDTs, indicating the reduced 
stability of the brain network in this state and its strong cor-
relation with cognitive impairment. Although State 4 occurred 
infrequently (8% dwell time), it presented sparse and weak in-
ternetwork connectivity and resembled a transient low-integra-
tion configuration. Furthermore, aMCI patients demonstrated a 
significant increase in the modularity coefficient Q, suggesting 
that the modular structure of the brain network underwent 
alterations, potentially indicating an enhancement in local 
information transmission and a reduction in the coordination 
of the brain network. Although no significant differences were 
observed in graph theory variability analysis or network switch-
ing rates among aMCI patients, the changes in the modularity 
coefficient provide novel insights into brain network reorga-
nization and its role in modulating cognitive function. These 
findings provide important insights into the changes in the 
brain networks of aMCI patients and their relationships with 
cognitive dysfunction, identifying potential biomarkers for fu-
ture research and clinical diagnosis.
In this study, aMCI patients demonstrated a significant de-
crease in MDT scores in state 2, indicating reduced stability 
of brain functional network connectivity in this state and po-

tentially indicating a neural network dysregulation mechanism 
associated with cognitive dysfunction. Further edge analysis 
revealed that aMCI patients demonstrated marked alterations 
in the functional connectivity between several key networks in 
state 2, with reduced connectivity involving mainly the DMN, 
FPN, DAN, and SMN. Specifically, the reduced connectivity 
between the DMN and FPN could disrupt the integration of in-
formation across internal thinking, self-referential processing, 
and higher-order executive functions [41-42], whereas the di-
minished connectivity between the FPN and SMN may reflect 
the dissociation between motor execution and cognitive con-
trol [43], a dysfunction commonly observed in aMCI patients. 
Moreover, the reduction in connectivity between the DAN and 
FPN could further impair the interaction between the regu-
lation of external attention and task-directed control [44]. In 
contrast, aMCI patients demonstrated enhanced connectivity 
between the VAN and DMN, potentially indicating a compen-
satory regulatory mechanism whereby the coupling between 
the visual-attention system and the spontaneous thinking 
system is enhanced to sustain some cognitive functions [45]. 
However, this enhanced VAN–DMN connectivity may reflect 
a compensatory regulatory mechanism in which the coupling 
between the stimulus-driven, bottom-up visual attention sys-
tem and the spontaneous, internally oriented thought system 
is strengthened to support cognitive function, although its ef-
fectiveness and adaptability in aMCI remain uncertain [46-47]. 
Overall, the abnormal alterations in the connectivity patterns 
between these networks may underlie the neural mechanisms 
underlying the reduced time spent in state 2 by aMCI patients, 
providing crucial insights into the functional dysregulation of 
their brain networks.
This study demonstrated a significant increase in the mod-
ularity coefficient Q in aMCI patients, suggesting that the 
modular structure of the brain network underwent alterations. 
The modularity coefficient Q quantifies the degree of cluster-
ing between different functional regions of the brain network, 
and an increase in the Q value could indicate an improvement 
in local information transfer [9, 48]. However, this enhanced 
modular structure could be linked to a reduction in coordina-
tion between different brain regions, suggesting impairment 
of the network's functional integration [49]. In aMCI patients, 
the increase in the modularity coefficient Q could represent 
an adaptive reorganization strategy by the brain to compen-
sate for cognitive function loss, but localized processing of 
information might result in reduced global brain coordination, 
thereby leading to cognitive dysfunction, particularly in com-
plex tasks, such as memory. In clinical practice, changes in 
the modularity coefficient Q provide promising biomarkers for 
the early diagnosis of aMCI, particularly when traditional cog-
nitive assessment tools (such as the MMSE and MoCA) fail to 
identify subtle changes in brain function, as an increase in the 
Q value reflects early brain network abnormalities. In addition, 
the increase in the modularity coefficient Q is strongly inverse-
ly correlated with the decline in cognitive function, particularly 
attention, which further suggests that the modular alterations 
in the brain network are closely linked to cognitive impairment 
in aMCI patients.
Although significant differences were observed in the modu-
larity coefficient Q, no notable differences were found in the 
dynamic network topology or network switching rates among 
aMCI patients. Dynamic network topology analysis provides 
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assessments of the global and local efficiencies of the brain 
network as it changes over time, which may reveal the stability 
of neural connectivity and the efficiency of information transfer 
[50]. However, our results revealed no significant differences 
in these metrics between aMCI patients and healthy controls, 
suggesting that despite alterations in the modular structure 
of the brain network in aMCI patients, the overall efficiency of 
network connectivity has not been significantly compromised. 
This finding could suggest the brain's capacity for adaptation 
under various cognitive states, particularly since no apparent 
impairment in task-switching ability or processing speed was 

Figure 5. Network switching rates of the six brain networks.

Red lines represent P values, and blue lines represent T values.

observed. This finding may also correlate with the reduction 
in MDT observed in state 2 of the dFNC analysis, indicating 
that while aMCI patients exhibit poorer network stability, the 
brain remains capable of preserving a certain level of network 
efficiency and adaptability. Therefore, while dynamic network 
topology analysis did not reveal significant group differences, 
the changes in the modularity coefficient Q provide a clearer 
understanding of network functional reorganization and cog-
nitive decline in aMCI patients. Future research should further 
explore the underlying mechanisms and clinical implications 
of these findings.

A
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Despite the important insights yielded by this study into the 
abnormal intrinsic brain functional network dynamics in aMCI 
patients, several limitations should be acknowledged. First, the 
relatively small sample size may reduce the statistical power 
and limit the generalizability of the findings. Larger cohorts are 
needed to validate these observations and explore potential 
subtype differences within aMCI patients. Second, while this 
study employed sliding-window analysis to examine dynamic 
functional connectivity, the cross-sectional design precludes 
investigation of how these network dynamics evolve over time. 
Longitudinal studies with repeated neuroimaging and cog-
nitive assessments are necessary to track the temporal tra-
jectory of network changes and clarify their role in predicting 
disease progression. Third, although age, sex, and education 
were controlled as covariates, other potentially influential fac-
tors—such as genetic risk (e.g., APOE status), vascular health, 
sleep quality, subthreshold depressive symptoms and lifestyle 
factors—were not assessed and may confound the observed 
associations. Finally, the study was conducted at a single cen-
ter within a limited geographic region, which may introduce se-
lection bias. Future multicenter studies involving more demo-
graphically and ethnically diverse populations are warranted to 
enhance the external validity of the findings.

Conclusion

In conclusion, this study provides valuable insights into the 
abnormal intrinsic brain functional network dynamics in aMCI 
patients, highlighting significant alterations in brain network 
connectivity, particularly in dFNC, the modularity coefficient Q, 
and network topology. These findings suggest that aMCI pa-
tients exhibit reduced stability in certain brain network states, 
particularly in state 2, as indicated by decreased MDT and 
alterations in modularity that reflect a shift in the brain's net-
work organization. Despite the lack of significant differences 
in global network efficiency, the increase in modularity and its 
correlation with cognitive decline point to the potential of using 
network metrics, such as the modularity coefficient Q, as bio-
markers for the early diagnosis and monitoring of aMCI. These 
results underscore the importance of dynamic brain network 
analysis in understanding the neurobiological underpinnings of 
cognitive dysfunction in aMCI patients and provide a founda-
tion for future longitudinal studies and clinical applications to 
track disease progression and develop targeted interventions. 
However, further research with larger, more diverse cohorts 
and longitudinal designs is needed to validate these findings 
and explore their clinical utility in real-world settings.
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Abstract

Cerebral amyloid angiopathy-related inflammation (CAA-ri) is a rare but treatable CAA subtype characterized by reversible inflammatory mech-
anisms, offering unique diagnostic and therapeutic potential. We report a CAA-ri case featuring left-dominant cerebral microbleeds (CMBs) 
(baseline: 38 left vs. 2 right; 13-month progression to 65 left) with rapid clinical improvement post-corticosteroid therapy. This case expands the 
phenotypic spectrum of CAA-ri by demonstrating asymmetric CMBs with unilateral progression—a previously underrecognized pattern. This pre-
sentation requires heightened awareness in clinical practice to avert misdiagnosis and overlooked diagnoses.
Keywords: Cerebral Amyloid Angiopathy-Related Inflammation; Unilateral Cerebral Microbleeds.
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Rapid Progress of Unilateral Cerebral Microbleeds: A Novel Imaging 
Finding in Cerebral Amyloid Angiopathy-Related Inflammation

Introduction

Cerebral amyloid angiopathy-related inflammation (CAA-ri) is 
defined as a pathological condition characterized by perivas-
cular and intravascular inflammation, which is triggered by 
the deposition of vascular amyloid-beta (Aβ), leading to local 
blood-brain barrier leakage and culminating in vascular rup-
ture. Common features of CAA-ri are rapid progressive demen-
tia, epileptic seizures, headaches, and magnetic resonance 
imaging (MRI) findings showing single or multiple focal white 
matter hyperintensities on T2-weighted sequences and corti-
cal microbleeds [1]. It is important to note that in the case of 
CAA-ri, the cerebral microbleeds (CMBs) distribution pattern is 
predominantly bilateral and asymmetric [2]. No cases of CAA-
ri with strictly unilateral progress have been reported to date. 
So recognizing the rare clinical manifestations of CAA-ri is of 
great significance. Since its treatment differs significantly from 
that of typical CAA, and CAA-ri exhibits a favorable response 
to immunosuppressive therapy. 
Here, we report a case of CAA-ri with strict unilateral rapid 
progressive CMBs as the main manifestation and the chief 
complaint was recurrent and transient numbness in the right 

limbs. The patient's condition was successfully managed with 
methylprednisolone pulse therapy.

Case Presentation

A 60-year-old male patient presented to our hospital multiple 
times within 15 months due to recurrent episodes of slurred 
speech and right limb numbness. Each episode lasted 5-8 
minutes and resolved completely without residual symptoms. 
Head susceptibility-weighted imaging (SWI) revealed multiple 
CMBs in the left hemisphere. There was no relevant family 
history (e.g. cerebrovascular disease, dementia, and hereditary 
small vessel disease).  
The patient first sought medical attention in November 2023 
due to "Recurrent numbness in the right limbs and slurred 
speech for 3 months". MRI with T1, T2, and SWI sequences 
showed multiple microbleeds in the left cerebral hemisphere 
(frontal, parietal, occipital and temporal lobe), periventricular 
white matter hyperintensity (Fazekas grade II), and scattered 
lacunar lesions in the lateral ventricles and semioval center. To 
evaluate venous drainage abnormalities, MR venography 
(MRV) showed superior drainage in the left transverse sinus 
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and sigmoid sinus, with local stenosis in the distal ends of 
both transverse sinuses. To confirm venous stenosis and ex-
clude arteriovenous malformation, digital subtraction angiog-
raphy (DSA) was performed, and the results were bilateral 
transverse sinus stenosis (left > right), no evidence of shunting 
or vascular malformations. The patient's follow-up head MRI 
during the 12-month follow-up showed a progressive increase 
in microbleeds (from 38 to 65 lesions) within the left hemi-
sphere, suggesting ongoing vascular pathology (Figure 1A-F). 
However, no significant progression of WMH (white matter hy-
perintensity) lesions was observed (Figure 2A-F). To exclude 
infectious, inflammatory, or neurodegenerative etiologies, cere-
brospinal fluid (CSF) analysis including GFAP and Alzheimer's 
disease (AD) biomarkers was performed and the results 
showed pathological manifestations related to AD (Number of 
nucleated cells: 1 × 106 /L, GFAP: 8.44 pg/mL [normal ≤ 30], 
Aβ42: 140.15pg/mL [normal > 609.4 pg/mL], Aβ42/Aβ40: 
0.024pg/mL [normal>0.055]). Moreover, whole-exome se-
quencing (20858 genes) and mitochondrial genome analysis 
(37 genes) ruled out pathogenic variants in hereditary 
small-vessel disease genes (NOTCH3, COL4A1, TREX1) and 
mitochondrial disorders, confirming the absence of monogen-
ic causation. According to the Criteria for the Diagnosis of 
CAA-ri, our case meets probable CAA - ri (Table 1) [1]. Howev-
er, the attack characteristics of patients (transient, repetitive, 
and stereotyped episodes) align with transient focal neurologi-
cal episodes (TFNE), necessitating differentiation from CAA-ri 
[3]. TFNE typically follows a self-limiting pattern, with symp-
toms improving and resolving over days to weeks. Besides, 
TFNE shows no improvement with corticosteroids. The patient 
subsequently received methylprednisolone pulse therapy and 
slow tapering to oral prednisone. During the follow-up after 
hormone therapy, the patient reported complete resolution of 
episodic slurred speech and no recurrence of right limbs 

numbness. The follow-up brain MRI (Figure 1G-I and Figure 2G-
I) performed in April 2025 demonstrated stable cerebral mi-
crobleed burden.

Discussion

This case delineates a novel CAA-ri phenotype character-
ized by predominantly unilateral progression of cerebral mi-
crobleeds (CMBs) alongside definitive amyloid pathology (CSF 
Aβ42: 140.15 pg/mL [normal > 609.4 pg/mL]; Aβ42/Aβ40: 
0.024 [normal > 0.055]). While classic CAA-ri exhibits bilateral 
lobar CMBs with vasogenic edema, the striking left hemispher-
ic burden (38 baseline → 65 lesions) and delayed contralateral 
microbleeds (2 static lesions) suggest compartmentalized 
perivascular inflammation superimposed on diffuse amyloido-
sis. 
CSF profiles were consistent with cerebral amyloidosis, reflect-
ing cerebral amyloid-β deposition, these changes also charac-
terize cerebral amyloid angiopathy (CAA) and its inflammatory 
subtype (CAA-ri). It typically associated with bilateral lobar 
CMBs in CAA and CAA-ri. However, the strictly left-sided pre-
dominance of microbleeds defies this pattern. We hypothesize 
two non-exclusive mechanisms: (1) Focal amyloid-β vascular 
vulnerability: Regional differences in vascular Aβ clearance or 
inflammatory activation may lead to asymmetric CMBs despite 
global amyloid burden. The specific distribution of the mi-
crobleeds provides evidence for a localized Aβ deposition that 
triggered the focal inflammatory response. Autopsy studies 
have shown patchy Aβ distribution in CAA [4]. (2) Inflamma-
tion-driven vascular leakage: The patient’s steroid-responsive 
symptoms suggest superimposed perivascular inflammation, 
which could exacerbate erythrocyte extravasation in amy-
loid-laden vessels, disproportionately affecting one hemi-

Diagnosis Criteria

Probable CAA-ri

1. Age ≥40 years 
2. At least one clinical manifestation from the following: headache, decreased consciousness, 
behavioral change, or focal neurological signs and seizures; symptoms cannot be attributed to 
acute intracerebral hemorrhage (ICH) 
3. Magnetic resonance imaging (MRI) demonstrates asymmetric unifocal or multifocal white 
matter hyperintensities (WMH) lesions (corticosubcortical or deep), extending to the immediate 
subcortical white matter; asymmetry not secondary to prior ICH 
4. Presence of ≥1 cortico-subcortical hemorrhagic lesion: cerebral macrobleed, cerebral mi-
crobleed, or cortical superficial siderosis 
5. Exclusion of neoplastic, infectious, or other causes

Possible CAA-ri

1. Age ≥40 years 
2. At least one clinical manifestation from the following: headache, decrease in consciousness, 
behavioral change, or focal neurological signs and seizures; the presentation is not directly attrib-
utable to an acute ICH 
3. MRI reveals WMH lesions extending to the immediate subcortical white matter 
4. Presence of ≥1 cortico-subcortical hemorrhagic lesion: cerebral macrobleed, cerebral mi-
crobleed, or cortical superficial siderosis 
5. Exclusion of neoplastic, infectious, or other causes

Table 1. Criteria for the diagnosis of cerebral amyloid angiopathy-related inflammation (CAA-ri)A
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Figure 1. Longitudinal susceptibility-weighted imaging (SWI) demon-
strating unilateral progression of cerebral microbleeds (CMBs) in the 
left hemisphere. 
(A-C) Baseline SWI (November 2023). (D-F) Follow-up SWI (December 
2024, without immunosuppressive therapy). (G-I) Follow-up SWI (April 
2025, with immunosuppressive therapy). 

A Figure 2. Longitudinal asymmetric white matter hyperintensities 
(WMH) on T2 imaging.
(A-C) Baseline T2-FLAIR images (November 2023). (D-F) Follow-up 
T2-weighted images (December 2024, without immunosuppressive 
therapy). (G-I) Follow-up T2-weighted images (April 2025, with immu-
nosuppressive therapy).

A

sphere. The extensive T2/FLAIR hyperintensities, which co-lo-
calized with the cluster of progressing microbleeds, provide a 
radiological correlate for this localized inflammation and asso-
ciated vasogenic edema [5]. Such lateralized progression may 
represent an early stage of CAA-ri, wherein unilateral blood-
brain barrier (BBB) breakdown precedes bilateral involvement. 
Longitudinal SWI monitoring is critical to capture this dynamic 
evolution. 
Although brain biopsy is the diagnostic gold standard for CAA-
ri, its invasive nature and risk of hemorrhagic complications 
limit routine clinical use. This underscores the value of recog-
nizing distinctive clinical and imaging features, such as sub-
acute cognitive decline, epilepsy, asymmetric white matter/
cortical changes, dominant unilateral microbleeds (a less com-
mon but suggestive finding) to support non-invasive diagno-
sis. Immunosuppressive therapy has demonstrated efficacy in 
improving clinical and radiographic outcomes while reducing 
relapse rates in CAA-ri. After 6-month follow-up, immunosup-
pressive therapy effectively controlled the patient's right limb 
numbness.

Conclusion

In this report, we have described a unique case of CAA-ri char-
acterized by a previously unreported pattern of strictly unilater-
al, rapidly progressing cerebral microbleeds. This case demon-
strates that the neuroimaging spectrum of CAA-ri is broader 
than traditionally perceived. The key clinical implication is 
that the presence of such an asymmetric, progressive pattern 
of microbleeds should raise a high index of suspicion for the 
highly treatable diagnosis of CAA-ri. This awareness is critical 
to prevent misdiagnosis and to facilitate the timely initiation of 
corticosteroid therapy.

Abbreviations

Aβ: amyloid-beta; AD: Alzheimer's disease; BBB: blood brain 
barrier; CAA-ri: cerebral amyloid angiopathy-related inflam-
mation; CMBs: cerebral microbleeds; CSF: cerebrospinal fluid; 
DSA: digital subtraction angiography; ICH: intracerebral hem-
orrhage; MRI: magnetic resonance imaging; MRV: MR venog-
raphy; SWI: susceptibility-weighted imaging; TFNE: transient 
focal neurological episode; WMH: white matter hyperintensity.
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Abstract

Non-invasive brain stimulation (NIBS) modalities—including transcranial magnetic stimulation (TMS), theta-burst stimulation (TBS), and transcra-
nial direct current stimulation (tDCS)—have emerged as promising approaches to promote language recovery in post-stroke aphasia by engaging 
both functional and structural neuroplasticity. This structured narrative review integrates recent multimodal evidence from functional magnetic 
resonance imaging (fMRI), DTI, and connectome analyses to delineate the stage-dependent mechanisms underlying NIBS-induced modulation 
of language networks. Findings across studies suggest a dynamic pattern of reorganization: acute-phase hypoactivation of left-hemisphere lan-
guage areas and diffuse right-hemisphere disinhibition give way to bilateral upregulation in the subacute phase, followed by gradual restoration of 
left-dominant connectivity during the chronic stage, which may be limited by persistent contralesional hyperactivity. Low-frequency TMS or con-
tinuous TBS targeting right-hemisphere homologues can suppress maladaptive overcompensation, whereas high-frequency TMS or intermittent 
TBS applied to residual left-hemisphere sites enhances excitability and network centrality. Bilateral or neuronavigation-guided tDCS, particularly 
when combined with language training, rebalances interhemispheric excitability and supports sustained gains in naming and fluency. DTI-derived 
increases in arcuate and uncinate fasciculi integrity correlate with clinical improvement, while contralesional temporoparietal cortical thickening 
reflects concurrent structural remodeling.
Keywords: Non-invasive brain stimulation; Post-stroke aphasia; Functional magnetic resonance imaging.
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Stage-Specific Multimodal Imaging–Guided Non-Invasive Brain 
Stimulation for Post-Stroke Aphasia: A Structured Narrative Review

Introduction

Post-stroke aphasia (PSA) is one of the most common and de-
bilitating neurological complications following cerebrovascular 
accidents, with an incidence rate of approximately 30%–40% 
[31]. The underlying pathology primarily involves neuronal 
dysfunction or structural damage in the perisylvian language 
network of the left cerebral hemisphere—most notably in Bro-
ca’s area (Brodmann areas 44/45), Wernicke’s area (Brodmann 
area 22), and their subcortical connecting pathways such 
as the arcuate fasciculus—resulting from acute ischemic or 
hemorrhagic events [26]. Based on lesion location and clinical 
presentation, PSA can be classified into several subtypes, in-
cluding expressive aphasia (Broca’s), receptive aphasia (Wer-
nicke’s), conduction aphasia, mixed aphasia, and anomic apha-
sia. Patients typically exhibit multidimensional impairments 
in language function, such as non-fluent speech, word-finding 

difficulties (anomia), simplified grammar, disrupted syntax, 
impaired auditory comprehension, repetition deficits, alexia, 
and agraphia, with anomia and impaired repetition being the 
most commonly observed features [35]. Moreover, individu-
als with PSA often present with associated cognitive deficits, 
including impaired executive function, attention, and working 
memory, which further exacerbate communication difficulties 
and negatively impact rehabilitation outcomes [42]. Previous 
studies have demonstrated that early and accurate aphasia 
subtype classification and functional localization, when com-
bined with individualized speech-language interventions (e.g., 
constraint-induced therapy, semantic-specific training) and 
neuromodulation techniques (e.g., transcranial magnetic stim-
ulation, transcranial direct current stimulation), can significant-
ly promote language network reorganization and recovery, im-
prove patients' quality of life, and facilitate social reintegration 
[12].
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Stage-Specific Reorganization of Language 
Networks

However, the natural recovery of language function in PSA fol-
lows a dynamic, three-phase process. Numerous longitudinal 
functional imaging studies support a triphasic model of lan-
guage network reorganization encompassing acute, subacute, 
and chronic stages (Figure 1). During the acute phase (a few 
days to two weeks post-onset), acute neuronal dysfunction 
within the lesion site leads to a significant reduction in acti-
vation across left-hemispheric language centers—primarily 
Broca’s area, Wernicke’s area, and the arcuate fasciculus. Si-
multaneously, interhemispheric inhibition is weakened, result-
ing in a relative “disinhibition” of contralesional homologous 
regions in the right hemisphere (RH). However, RH activation 
during this stage is typically weak and spatially nonspecific. Its 
role appears preparatory, laying the foundation for subsequent 
neuroplasticity rather than directly substituting for language 
functions [19]. In the subacute phase (2 weeks to 6 months 
post-stroke), partial reperfusion and metabolic recovery within 
the infarcted area initiate neuroplastic mechanisms such as 
synaptic remodeling and axonal regeneration. fMRI and posi-
tron emission tomography (PET) studies have demonstrated 
reorganization-related upregulation in both the RH homolo-

gous language network (e.g., right Broca–Wernicke circuit) 
and the residual and perilesional cortex of the left hemisphere. 
This reorganization is positively associated with early improve-
ments in speech fluency, naming ability, and auditory com-
prehension and is modifiable through interventions like con-
straint-induced language therapy (CILT) and neuromodulation 
[34]. In the chronic phase (>6 months), if the left-hemispheric 
language network and its subcortical tracts are sufficiently 
restored, it gradually regains dominance, with activation pat-
terns approaching those of healthy controls. In contrast, per-
sistent RH overactivation, especially in the context of limited 
left-hemispheric engagement, is associated with poorer long-
term outcomes. Predictive models from longitudinal studies 
suggest that optimal chronic-stage recovery depends more on 
early preservation of left perilesional cortex and perfusion than 
on continued RH compensation [19, 23, 34].

Interhemispheric Balance: Facilitation vs. 
Maladaptation

This triphasic framework highlights the dual role of RH homol-
ogous regions: facilitatory disinhibition during early phases, 
and potentially inefficient compensation during later stages. 
In acute and subacute phases, RH activation may support 

Figure 1. Stage-specific multimodal imaging–guided non-invasive brain stimulation (NIBS) framework for post-stroke aphasia. Multimodal 
imaging (fMRI, DTI, EEG) delineates dynamic language network reorganization across recovery stages, guiding targeted NIBS strategies. In the 
acute phase, inhibitory stimulation modulates right-hemisphere hyperactivity; in the subacute phase, bilateral facilitation supports network rebal-
ancing; and in the chronic phase, excitatory stimulation enhances left perilesional plasticity. This framework integrates stage-dependent imaging 
biomarkers with tailored neuromodulation to optimize individualized language recovery.
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early recovery, particularly when the left network is severely 
impaired. For example, initial gains in language function have 
been linked to increased activation in the right inferior frontal 
gyrus and insular cortex [46]. However, in cases where the 
left hemisphere retains reorganization potential, persistent 
RH overactivation may disrupt interhemispheric balance and 
hinder left-sided recovery, negatively affecting long-term prog-
nosis [25, 34]. Indeed, sustained RH hyperactivation in the 
chronic phase has been associated with poorer language per-
formance and increased naming errors [36].
Multiple functional imaging and transcranial stimulation stud-
ies have shown that excessive activation in the right hemi-
sphere is often associated with poorer recovery outcomes. 
Conversely, suppressing such compensatory overactivation—
such as through inhibitory transcranial magnetic stimulation 
(TMS) targeting right-hemispheric homologous regions—
may facilitate reorganization of the left-hemispheric language 
network and improve language performance. This “dual-role” 
model is commonly conceptualized within the framework of 
the interhemispheric inhibition model, which posits that early 
disinhibition of RH circuits may transiently support function, 
but persistent hyperactivation in the chronic phase may exert 
maladaptive inhibitory effects on perilesional regions in the 
left hemisphere. NIBS studies have further validated findings 
from functional imaging. Evidence indicates that applying in-
hibitory stimulation to right-hemispheric language areas in pa-
tients with chronic PSA can lead to modest improvements in 
language abilities. While low-frequency repetitive transcranial 
magnetic stimulation (rTMS) to the RH has demonstrated effi-
cacy in chronic PSA, the optimal time window for intervention 
is dependent on the patient's recovery phase [20]. Therefore, 
selecting the ideal intervention window should be guided by 
multimodal fMRI metrics and standardized language assess-
ment scales.

Aim and Scope of This Structured Narrative 
Review

In recent years, NIBS—including TMS and tDCS—has emerged 
as a prominent area of interest in post-stroke aphasia (PSA) re-
habilitation due to its favorable safety profile and reproducibili-
ty. A growing body of work shows that NIBS can modulate both 
hemispheric language networks and domain-general control 
systems, influencing cortical plasticity alongside measurable 
changes in network function and microstructural architecture. 
However, the differential efficacy and mechanisms of various 
stimulation modalities remain incompletely understood. To 
avoid redundancy, we summarize shared mechanisms once 
(interhemispheric rebalance; ipsilesional facilitation) and em-
phasize stage-adapted applications within each modality sec-
tion below. Multimodal neuroimaging offers a critical window 
into NIBS-induced functional and structural reorganization, 
including fMRI, DTI, and high-resolution T1-weighted imaging. 
Our primary aim is to provide a conceptual, stage-specific 
synthesis that integrates multimodal imaging with neuromod-
ulation strategies for individualized translation, presenting a 
structured narrative across fMRI, DTI/structural connectivity, 
and functional connectivity.

1. Common Non-Invasive Brain Stimulation Techniques
This section summarizes commonly used NIBS modalities and 
emphasizes how their mechanisms and optimal applications 
vary across the acute, subacute, and chronic stages of post-
stroke language recovery.

Repetitive Transcranial Magnetic Stimulation: Stage-Adapted 
Overview
Stage-adapted overview. The application and therapeutic 
efficacy of rTMS in post-stroke aphasia are highly stage-de-
pendent. During the acute phase, low-frequency inhibitory 
rTMS targeting contralesional homologues may help limit mal-
adaptive hyperexcitability and preserve perilesional function. 
In the subacute phase, bilateral reorganization predominates; 
accordingly, either inhibitory stimulation of the right hemi-
sphere or excitatory stimulation of residual left-hemispheric 
regions can enhance cross-hemispheric balance and promote 
network reintegration. By the chronic stage, rTMS is primarily 
used to restore left-dominant activation and reinforce residual 
perilesional connectivity through excitatory paradigms such as 
high-frequency rTMS or iTBS. These stage-tailored strategies 
align with the evolving mechanisms of neural plasticity under-
lying post-stroke language recovery.
 rTMS protocols include conventional stimulation paradigms—
such as 1 Hz inhibitory and 10 Hz excitatory protocols—as 
well as more recent patterned approaches, such as iTBS [7]. 
For PSA, two primary strategies have been proposed: low-fre-
quency rTMS applied to the right-hemispheric homologous 
language area to suppress excessive interhemispheric in-
hibition exerted on the damaged left-hemisphere language 
network [18, 29]; and high-frequency rTMS or iTBS targeting 
residual language areas in the left hemisphere to directly en-
hance their functional engagement. Many studies have cited 
the interhemispheric inhibition hypothesis to explain these 
effects: following left-hemisphere language network damage, 
the RH may become hyperactive due to loss of transcallosal 
inhibition. This hyperactivation may then exert symmetrical in-
hibition back onto the left hemisphere via the corpus callosum, 
paradoxically impeding recovery [11, 22]. Accordingly, applying 
low-frequency rTMS to the right Broca’s area homologue can 
“release the brake” by attenuating right-to-left interhemispheric 
inhibition, thereby promoting reactivation and reorganization of 
the left-hemispheric language network [22]. In clinical practice, 
low-frequency rTMS is typically applied using neuronaviga-
tion to localize the right Broca homologue, with a stimulation 
frequency of 1 Hz, session duration of approximately 20 min-
utes, and a typical treatment course lasting 1 to 2 weeks. This 
intervention is often combined with concurrent speech-lan-
guage therapy and has been shown to significantly improv. For 
instance, Medina et al. (2012) and Hamilton et al. (2010) [18, 
29] demonstrated that in patients with, low-frequency rTMS 
applied to the RH significantly improved discourse productivity 
and verbal fluency and functional imaging studies suggest that 
the therapeutic mechanism involves suppression of maladap-
tive overactivation in the right prefrontal cortex, thereby facil-
itating re-engagement of left-hemisphere language regions. 
This neuromodulatory approach remains effective even in the 
chronic phase of stroke recovery, with evidence supporting 
sustained clinical benefits for at least six months post-inter-
vention.  A study by Harvey et al. (2017) [22] demonstrated 
that low-frequency rTMS targeting the right Broca homologue 
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can lead to sustained naming improvements in individuals 
with chronic aphasia. The intervention protocol involved navi-
gated stimulation of the right inferior frontal gyrus (Broca ho-
mologue), delivered at 1 Hz for approximately 20 minutes per 
session over a course of 1–2 weeks. Functional MRI data fur-
ther revealed that rTMS induced a posterior shift in activation 
within the right prefrontal cortex—from the anterior part of the 
Broca homologue (Brodmann area 45) to more motor-related 
regions (Brodmann areas 6, 44, and 46). Concurrently, there 
was a significant increase in activation of left-hemispheric 
regions involved in naming. These findings highlight the poten-
tial of rTMS to promote functional reorganization and facilitate 
long-term language recovery, even in the chronic phase post-
stroke, with improvements persisting for at least six months 
after treatment
High-frequency rTMS or iTBS targeting the left hemisphere 
is designed to directly strengthen residual language areas 
and is particularly suited for patients in whom portions of the 
left-hemispheric language cortex remain functionally intact. 
Case reports have shown that high-frequency stimulation of 
the left inferior frontal gyrus or motor-related regions may en-
hance language output, with neuroimaging evidence indicating 
improved connectivity within the left-hemispheric language 
network [49]. However, compared to low-frequency inhibitory 
stimulation of the right hemisphere, clinical reports on high-fre-
quency rTMS for aphasia are relatively scarce. This is largely 
due to challenges in precisely targeting intact left-hemispheric 
regions while avoiding lesioned areas. To address this issue, 
a personalized targeting approach has recently emerged, inte-
grating functional neuroimaging guidance to identify stimula-
tion sites. Even without navigation equipment, function-specif-
ic targets derived from task fMRI can be localized and applied 
clinically [50]. In a randomized controlled trial, researchers 
identified language-relevant activation hotspots in the left 
superior frontal gyrus (SFG) via individual functional imaging 
and applied rTMS at those targets. Results demonstrated that 
both excitatory iTBS to the left hemisphere and inhibitory con-
tinuous theta-burst stimulation (cTBS) to the right hemisphere, 
when combined with language therapy, yielded significantly 
better outcomes than sham stimulation [33]. These findings 
suggest that non-classical language areas, such as the SFG, 
may also serve as effective stimulation targets. Notably, 
high-frequency rTMS, particularly iTBS, offers the advantage 
of short stimulation durations—approximately 3 minutes per 
session in the classical iTBS protocol—thus imposing minimal 
burden on patients. However, to consolidate treatment effects, 
extended stimulation protocols or increased session counts 
may be required.
Moreover, large-sample studies and systematic reviews have 
provided higher levels of evidence supporting the use of 
rTMS in the treatment of aphasia. A recent systematic review 
and meta-analysis included 47 randomized controlled trials 
(RCTs) involving 2,190 patients with non-fluent aphasia, and 
demonstrated that rTMS significantly improves post-stroke 
language function, including abilities in repetition, naming, and 
spontaneous speech. Severity scores for aphasia were sig-
nificantly reduced, and some studies also reported increased 
serum brain-derived neurotrophic factor (BDNF) levels and 
reduced depression incidence in the rTMS groups [7]. Another 
double-blind RCT targeting chronic non-fluent aphasia applied 
1 Hz low-frequency rTMS to the right inferior frontal gyrus 

(triangular part), combined with multimodal aphasia therapy 
(M-MAT). Compared to the sham stimulation + training group, 
the real rTMS + training group showed an additional improve-
ment of approximately 4.6 points in the WAB Aphasia Quotient 
at 15-week follow-up. Patients who received rTMS exhibited 
fewer word-finding difficulties and produced longer, more com-
plete sentences. The study was graded as Class III evidence 
by Neurology, suggesting that rTMS may provide additional 
therapeutic benefit when used as an adjunct to conventional 
speech-language training [27]. Taken together, the overall effi-
cacy of rTMS for aphasia has been supported by multiple ran-
domized controlled trials.
Nevertheless, significant variability exists across rTMS proto-
cols, and some findings are even contradictory. For example, 
low-frequency inhibitory stimulation of the right hemisphere 
may have limited efficacy in certain patients—such as those 
with severe global aphasia—in whom right-hemispheric com-
pensation may still be contributing to residual language func-
tion; in such cases, excessive suppression of the RH may be 
counterproductive. Conversely, high-frequency stimulation of 
the left hemisphere requires the presence of sufficient residual 
functional cortex, which may be lacking in patients with exten-
sive left-hemispheric lesions, limiting its utility [11]. In addition, 
there is considerable inter-individual variability in brain network 
reorganization patterns following stroke, making it a current 
challenge—and research focus—to personalize rTMS param-
eters and stimulation targets based on lesion location and 
recovery stage.

Theta Burst Stimulation: intermittent TBS and continuous 
TBS
The rationale for using TBS in post-stroke aphasia also follows 
a stage-specific pattern. In the early acute stage, cTBS may 
suppress maladaptive contralesional overactivation and pre-
vent inhibitory dominance from the right hemisphere. During 
the subacute period, excitatory iTBS [24] over perilesional or 
residual left-hemispheric areas can amplify ongoing neuro-
plastic changes and facilitate bilateral reorganization. In the 
chronic stage, TBS protocols are increasingly employed to 
strengthen stable left-hemispheric circuits and consolidate 
language network re-engagement, often in combination with 
behavioral language training. iTBS [24] is a rapid pattern of 
rTMS that delivers short bursts of high-frequency pulses at a 
theta rhythm (~5 Hz). Each burst consists of three 50 Hz puls-
es, repeated every 200 milliseconds (i.e., at 5 Hz). A standard 
iTBS protocol includes 2 seconds of stimulation followed by 8 
seconds of rest, repeated in cycles for a total of approximately 
190 seconds, delivering 600 pulses in total. Stimulation inten-
sity is typically set at 80% of the active motor threshold (AMT). 
This rhythmic alternation is believed to induce theta-frequency 
brain oscillations, which may simulate endogenous cortical 
rhythms and regulate activity within neural networks [39]. 
iTBS exerts excitatory effects on the cortex and is commonly 
used to enhance excitability in the lesioned language areas of 
patients with aphasia. The target region is usually the poste-
rior inferior frontal gyrus (Broca’s area) in the left (dominant) 
hemisphere, aiming to enhance both local and network-level 
activation. A randomized controlled trial by Bai et al. (2025) 
confirmed that iTBS combined with language training signifi-
cantly improves language production functions in patients with 
post-stroke aphasia, including spontaneous speech, naming, 
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and repetition, as well as increasing the Aphasia Quotient (AQ) 
[2]. The study revealed that, compared to baseline, patients in 
the iTBS group showed significant improvements in all afore-
mentioned language domains, with gains in naming, repetition, 
and AQ significantly greater than in the sham-stimulation 
group. Further fMRI analyses suggested a potential mecha-
nism: resting-state fMRI comparisons before and after treat-
ment revealed significant increases in fractional amplitude of 
low-frequency fluctuations (fALFF) [44] and degree centrality 
in several language-related areas of the left frontal and tempo-
ral lobes. These findings indicate that iTBS may strengthen the 
activation and network centrality of left-hemisphere language 
circuits, thereby enhancing functional connectivity efficiency 
and supporting language recovery. Consequently, promoting 
neuroplasticity within the lesioned (left) hemisphere is regard-
ed as a key mechanism by which iTBS facilitates language 
rehabilitation. Through rhythmic stimulation, iTBS induces 
localized neuronal excitation and network reorganization, 
thereby reinforcing residual left-hemispheric language activity 
and facilitating functional restoration. Moreover, some studies 
have observed that iTBS can entrain theta-frequency neural 
oscillations that persist for several hundred milliseconds after 
stimulation, suggesting that iTBS may “imprint” frequency-spe-
cific rhythms into brain networks [39]. These oscillations may 
facilitate the modulation of speech-related cognitive process-
es, offering an additional explanatory pathway for the thera-
peutic benefits of iTBS in aphasia.
cTBS shares the same fundamental stimulation unit as iTBS—
namely, bursts of three 50 Hz pulses—but is delivered continu-
ously without interruption. A typical cTBS protocol administers 
600 pulses over approximately 40 seconds (i.e., 200 bursts 
delivered consecutively without intervals), with stimulation 
intensity set at 80% of the active motor threshold (AMT). In 
contrast to iTBS, cTBS produces an inhibitory aftereffect on 
cortical excitability: a single session of cTBS can result in re-
duced excitability of the target cortex lasting up to 60 minutes 
[3]. Clinically, cTBS is commonly employed to suppress hyper-
activity in the contralesional (right) hemisphere, particularly in 
language-homologous regions, to rebalance interhemispheric 
inhibition. For instance, cTBS may be targeted to the right 
posterior superior temporal gyrus (pSTG)—the homolog of 
Wernicke’s area—or to the right pars triangularis—the counter-
part of Broca’s area—to reduce compensatory overactivation 
in these areas and release inhibitory pressure on the left-hemi-
spheric language network. This approach is grounded in the 
interhemispheric imbalance model of post-stroke recovery, 
which posits that damage to the left-hemispheric language 
areas often leads to compensatory overactivation in the right 
hemisphere. This right-sided hyperexcitability, in turn, exerts ex-
cessive transcallosal inhibition on the left hemisphere, thereby 
impairing recovery of language functions [5, 24]. By suppress-
ing the overactive right hemisphere with cTBS, a more favor-
able environment is created for functional reorganization in the 
left hemisphere. Empirical evidence supports this mechanism. 
In a randomized controlled trial, Zheng et al. [48] applied cTBS 
to the right pSTG (homologous to Wernicke’s area) in patients 
with post-stroke aphasia and found significant improvements 
in auditory comprehension and repetition. Functional imaging 
revealed a notable reduction in overactivation of the right pars 
triangularis, along with increased spontaneous neural activity 
in the left frontal lobe. These findings suggest that suppress-

ing hyperactivity in right-hemispheric language regions reduc-
es their interference with left-hemispheric language circuits, 
thereby enhancing cortical activation in the lesioned hemi-
sphere and facilitating functional recovery. Further support 
comes from a study by Harvey et al. [21], who applied cTBS to 
the right pars triangularis in patients with chronic aphasia. The 
intervention led to notable improvements in object naming, pri-
marily by reducing errors related to phonological access defi-
cits. The authors proposed that right-sided cTBS facilitated the 
phonological encoding stage, thereby enhancing the retrieval 
of word forms in these patients. These findings highlight the 
potential of cTBS to modulate maladaptive neural activity in 
the right hemisphere and support targeted interventions based 
on the specific nature of language impairments, such as pho-
nological deficits in naming.
Notably, the short-term effects of cTBS are not limited to 
local changes in cortical excitability but also extend to the 
modulation of network connectivity. Yoo et al. conducted a 
study using combined transcranial magnetic stimulation and 
electroencephalography (TMS-EEG) to examine network-level 
effects of cTBS in healthy participants [43]. Neuronavigated 
cTBS was delivered to the left pars opercularis—a subregion of 
Broca’s area—and the researchers observed a significant en-
hancement of phase synchrony between bilateral Broca areas 
in the gamma frequency band (250–350 ms time window). In 
addition, increased intrahemispheric synchrony was detected 
between the left pars opercularis and other left-hemisphere 
language-related regions (e.g., left supramarginal gyrus, left 
superior temporal gyrus) in both the gamma and theta/delta 
bands across various time windows. In contrast, the sham 
stimulation group exhibited no such increases in synchrony; in 
some cases, synchrony even decreased in specific frequency 
bands. These findings suggest that cTBS can modulate both 
inter- and intrahemispheric connectivity within the language 
network, facilitating coordinated activity between bilateral 
language areas as well as enhancing intra-network synchrony 
within the left hemisphere. This modulation of network dynam-
ics indicates that cTBS may promote language recovery by 
reorganizing the temporal and spatial architecture of the lan-
guage system. In addition, a recent systematic review summa-
rized all available RCTs investigating TBS for post-stroke func-
tional deficits [24]. The review concluded that TBS exhibits a 
favorable trend toward superior rehabilitation outcomes com-
pared to conventional rTMS, across multiple domains includ-
ing motor recovery, aphasia, and spatial neglect. Specifically, 
iTBS enhances cortical excitability in the lesioned hemisphere 
to promote functional restoration, while cTBS suppresses ex-
cessive contralesional activity to restore network balance.
In summary, TBS represents a powerful neuromodulatory tool 
for language network reorganization in post-stroke aphasia. 
Compared to conventional rTMS, TBS offers advantages such 
as lower stimulation intensity, shorter administration time, 
and longer-lasting aftereffects [24]. However, due to the lim-
ited number and heterogeneity of existing studies, there is 
currently insufficient evidence to recommend a single optimal 
TBS protocol. Variability in stimulation targets, dosages, and 
timing across studies has led to inconsistent efficacy out-
comes. Therefore, future research should focus on large-scale, 
high-quality multicenter RCTs, combined with multimodal 
neuroimaging assessments, to determine the most effective 
stimulation parameters and optimal intervention windows for 
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TBS in aphasia rehabilitation.

Transcranial Direct Current Stimulation
tDCS is a non-invasive brain stimulation technique that mod-
ulates cortical excitability through the application of low-in-
tensity direct current. Compared with TMS, tDCS devices are 
more compact and portable, and the stimulation procedure is 
simpler, making tDCS a widely used intervention in aphasia re-
habilitation. The method involves placing a pair of electrodes 
(anode and cathode) on the scalp to deliver a constant low 
current that subtly alters neuronal membrane potentials. Cath-
odal stimulation typically leads to membrane hyperpolarization 
and decreased excitability, while anodal stimulation induces 
depolarization and increased excitability of the underlying 
cortex [4, 17, 37]. In the treatment of post-stroke aphasia, the 
most common electrode configuration is bilateral tDCS, which 
aims to restore interhemispheric balance. Typically, the anode 
is positioned over the left inferior frontal gyrus (Broca’s area) 
or the left primary motor cortex (M1) to enhance excitability of 
the lesioned hemisphere, while the cathode is placed over the 
homologous region on the right hemisphere (e.g., right Broca’s 
area or right M1) to suppress contralesional overactivity [37]. 
This approach mirrors the interhemispheric modulation model 
employed in rTMS, combining excitation of the lesioned side 
with inhibition of the intact side. In post-stroke aphasia inter-
ventions, a commonly employed electrode montage for tDCS 
is the "bilateral-balanced" configuration, in which the anode 
is placed over the left inferior frontal gyrus (Broca’s area) or 
the left primary motor cortex (M1) to enhance excitability of 
the lesioned hemisphere’s language center, while the cathode 
is positioned over the corresponding area in the contralateral 
hemisphere (right Broca’s homolog or right M1) to suppress 
excitability in the intact hemisphere. This approach aims to 
achieve a balanced modulation of hemispheric excitability, 
mirroring the strategy of "inhibiting the contralesional side and 
exciting the ipsilesional side" commonly used in rTMS proto-
cols [15, 16, 32]. For instance, Soliman et al. applied anodal 
stimulation over the left Broca’s area and cathodal stimulation 
over the right Broca’s homolog, and demonstrated that this 
bilateral tDCS montage could promote language recovery in 
patients with aphasia [37]. tDCS is commonly administered 
in conjunction with language training, typically for 20 minutes 
per session, once daily for 1–2 weeks (approximately 10 ses-
sions). During stimulation, patients perform naming, repetition, 
or other language-related tasks. This simultaneous training 
leverages the neuroplastic “window of opportunity” induced by 
tDCS, allowing the therapeutic effects of training to be more 
effectively integrated into functional brain networks. Multiple 
studies, including randomized controlled trials, have shown 
that tDCS combined with behavioral training yields more sig-
nificant and lasting improvements in language function than 
behavioral training alone. For example, Meinzer et al. conduct-
ed a double-blind RCT involving patients with chronic aphasia 
and found that applying anodal tDCS over the left M1 (twice 
daily, 20 minutes each session) at the start of each intensive 
naming session over a two-week period significantly enhanced 
naming performance for trained words. Moreover, the improve-
ment generalized to untrained vocabulary, and performance re-
mained stable at 6-month follow-up in the tDCS group, where-
as the sham group exhibited partial decline. Naming accuracy 
for untrained words also improved significantly only in the 

tDCS group, with no change in the control group. Functional 
communication skills, such as conversational ability, were like-
wise significantly better in the tDCS group [30]. This study pro-
vided the first RCT evidence demonstrating that tDCS not only 
improves core language functions (e.g., naming accuracy) but 
also facilitates long-term retention and generalization of ther-
apy outcomes. In other words, tDCS accelerates immediate 
language recovery while promoting broader network plasticity 
that supports sustained and generalized language improve-
ment following the end of training.
From a neuroimaging perspective, the effects of tDCS on the 
brain of patients with aphasia can be described as “broad yet 
subtle” modulation. On one hand, tDCS reduces unnecessary 
overactivation in non-language regions; on the other hand, it 
enhances the coordinated activity within language-related net-
works. Darkow et al [10]. investigated the immediate effects 
of tDCS on brain activity in aphasic patients using concurrent 
fMRI. Compared to sham stimulation, anodal tDCS over the left 
hemisphere significantly reduced task-related overactivation 
in higher-order cognitive control areas unrelated to naming 
(suggesting suppression of these “interfering” regions), while 
activation within the core language network—primarily the left 
frontal, temporal, and parietal areas—increased. Functional 
connectivity analyses further revealed increased low-frequen-
cy synchronization within the language network, indicating 
more efficient communication among its constituent nodes. In 
a 6-week extended intervention, Cherney et al. (2021) demon-
strated that both anodal and cathodal fMRI-guided tDCS 
combined with language therapy led to greater improvements 
in functional language and clinical ratings compared to ther-
apy alone. Notably, cathodal stimulation was associated with 
increased perilesional cortical activation [8]. Taken together, 
these findings suggest that tDCS may function by “reducing 
noise and amplifying signal”—that is, by suppressing extra-
neous brain activity unrelated to language processing while 
simultaneously enhancing the functional coupling within 
language-relevant areas, thereby creating a more optimized 
neural environment for language processing. Beyond changes 
in functional activity, structural plasticity induced by tDCS has 
also been reported. In a DTI study, Soliman et al. [37] found 
that short-term repeated tDCS led to observable plastic chang-
es in white matter tracts involved in language. Specifically, 
they reported a significant post-treatment increase in the frac-
tional anisotropy (FA) of the right uncinate fasciculus (UNC)—
a major white matter tract connecting the temporal and frontal 
lobes, including key language regions. This suggests that tDCS 
may promote remodeling of white matter and myelin integrity, 
thereby enhancing structural connectivity within and between 
hemispheric language areas. Interestingly, in that study, al-
though the electrode was placed over the left hemisphere, the 
observed white matter changes were predominantly in the 
right hemisphere. The authors hypothesized that left-hemi-
sphere stimulation may have modulated contralateral regions 
via interhemispheric networks—indicating that tDCS can pro-
mote bilateral cooperative plasticity. Unlike TMS, which direct-
ly induces excitatory neural firing, tDCS exerts a gentler influ-
ence. It operates with low current intensity and broad diffusion, 
without immediately triggering neuronal discharges. However, 
it is precisely this low-intensity, sustained modulation—espe-
cially when paired with behavioral training—that enhances the 
plastic potential of neural circuits. This enables the brain to re-
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organize its networks in a “quietly guided” manner. Rather than 
directly replacing impaired language functions, tDCS elevates 
the brain’s baseline capacity for executing language tasks. It 
thereby increases the efficiency of language processing and 
allows patients to derive greater and more enduring benefits 
from subsequent language therapy.
In recent years, several modified transcranial electrical stimu-
lation techniques—such as high-definition transcranial direct 
current stimulation (HD-tDCS) and transcranial alternating 
current stimulation (tACS)—have been introduced into the field 
of aphasia rehabilitation. These methods aim to achieve more 
precise or deeper neuromodulation by altering electrode con-
figurations or current waveforms. However, current evidence 
regarding their use in aphasia remains limited, and their clini-
cal efficacy requires further validation. Notably, while tradition-
al approaches emphasize suppression of the right hemisphere 
to relieve its inhibitory effect on the lesioned left hemisphere, 
some studies have proposed alternative strategies. For pa-
tients with extensive left-hemispheric lesions and minimal re-
sidual language network capacity, enhancing right hemisphere 
activity may serve as a compensatory approach. A recent 
meta-analysis [51] evaluated the effect of anodal tDCS applied 
to the right hemisphere on naming performance in individuals 
with post-stroke aphasia. The results indicated that patients 
receiving right-anodal tDCS demonstrated a greater trend 
toward improvement in naming accuracy compared to those 
receiving sham stimulation or conventional therapy. Based on 
these findings, the authors suggested that anodal stimulation 
over the right hemisphere could be a promising intervention, 
particularly in cases where the left-hemispheric language ar-
eas are severely damaged. This view diverges somewhat from 
the classic "right-suppression" model. The study proposed 
that right-hemisphere anodal tDCS may serve as a compen-
satory adjunct for patients with large left-sided lesions and 
limited residual plasticity. However, for patients with a partially 
preserved left-hemispheric language network, left-sided stim-
ulation should remain the priority, while prolonged right-hemi-
sphere overactivation should be avoided. In addition, several 
studies have focused on bihemispheric tDCS protocols, which 
combine anodal stimulation to the left hemisphere with cath-
odal stimulation to the right, aiming to concurrently increase 
left-hemispheric excitability while suppressing right-sided 
overactivation [13]. More recently, a novel tDCS approach 
has targeted the right cerebellum for aphasia treatment [28]. 
Meta-analytic evidence shows that cerebellar TMS improves 
balance and limb motor outcomes and modulates motor-relat-
ed rs-fMRI networks, indicating that cerebello-cortical circuits 
are plastic and may serve as analogues for cross-network 
interventions in language recovery [45]. This region has both 
structural and functional connections with the left-hemispheric 
language areas, which is particularly important in patients with 
large left-hemisphere lesions where it may be difficult to identi-
fy viable perilesional cortex for direct stimulation.

tDCS: Stage-Specific Considerations and Take-Home Mes-
sage
In summary, tDCS offers a safe and feasible “foundational 
modulation” strategy for post-stroke aphasia. By balancing 
cortical excitation and inhibition and promoting neural network 
reorganization, tDCS exerts a mild yet profound influence on 
the remodeling of the language network, thereby creating a 

more favorable neural environment for language rehabilita-
tion. Looking ahead, as stimulation parameters are further 
optimized and integrated with neuroimaging and physiological 
markers, it may become possible to more precisely identify 
suitable candidates for tDCS and develop personalized stim-
ulation protocols. Such advances are expected to enhance 
the efficacy of tDCS and broaden its application in aphasia 
rehabilitation. The therapeutic role of tDCS also evolves across 
recovery stages. In the acute phase, early bilateral or contral-
esional-anodal montages may facilitate global excitability and 
prevent network diaschisis. The subacute phase benefits most 
from bihemispheric configurations that balance interhemi-
spheric inhibition and enhance task-specific learning when 
paired with speech therapy. In the chronic phase, left-anodal 
or bilateral tDCS targeting residual cortical regions promotes 
long-term restoration of left-dominant network integrity. These 
temporal shifts underscore the importance of stage-adapted 
stimulation paradigms within a precision neuromodulation 
framework.

Functional MRI Evidence of NIBS-Induced Re-
organization

fMRI has been widely used to measure changes in brain activa-
tion and network connectivity before and after NIBS. Multiple 
small-sample studies have demonstrated that interventions 
using TMS or tDCS can induce plastic reorganization of func-
tional activation patterns in the brain.

Immediate and Short-Term Effects: iTBS, a highly efficient 
TMS protocol, can induce immediate changes in brain function 
after a single session of intervention [38]. Xu et al. (2021) [41]
applied a single session of iTBS over the left primary motor 
cortex (M1) in 16 patients with post-stroke aphasia, followed 
by resting-state fMRI immediately before and after stimulation. 
The results showed significant changes in local neural activity 
and functional connectivity after a single session of iTBS: de-
gree centrality increased in the right middle frontal gyrus and 
left parietal lobe, while fractional amplitude of low-frequency 
fluctuations decreased in parts of the frontal and occipital 
lobes, and functional connectivity between the left M1 and the 
left superior frontal gyrus weakened. These findings suggest 
that even a single session of TMS can modulate brain network 
activity acutely, providing insights into how to facilitate lan-
guage network plasticity and laying a neurophysiological foun-
dation for subsequent language rehabilitation training.

Concurrent Stimulation-Imaging Studies: Darkow et al. 
(2017) conducted a simultaneous tDCS-fMRI study using a 
double-blind crossover design, in which patients with chronic 
aphasia received either real or sham tDCS during a naming 
task inside the MRI scanner. Results showed that anodal stim-
ulation reduced over-reliance on higher-order cognitive control 
regions during naming, enhanced activation within the core 
language network, and promoted low-frequency oscillations. 
Furthermore, the functional activation patterns of patients 
receiving real stimulation became more similar to those of 
healthy controls [10]. 
These results indicate that a single session of tDCS can 
modulate residual language networks in aphasia, reduce un-
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necessary cognitive control, and enhance intra-network co-
ordination—providing a potential mechanism for subsequent 
individualized behavioral interventions.

Long-Term Reorganization Effects: fMRI has also been em-
ployed to investigate lasting functional reorganization follow-
ing repeated NIBS interventions. For example, a protocol using 
low-frequency rTMS to inhibit the right inferior frontal gyrus 
(IFG) has been applied to reduce maladaptive right-hemi-
sphere compensation, aiming to release suppressed functions 
of the left-hemisphere language areas. Harvey et al. (2017) [22] 
applied 1 Hz rTMS to the right IFG pars triangularis (homolo-
gous to Broca's area) in 9 patients with chronic aphasia for 10 
consecutive days. Naming performance improved significantly, 
peaking at 6-month follow-up. Corresponding fMRI revealed a 
posterior shift in activation within the right IFG: whereas nam-
ing-related activation was localized to BA45 (pars triangularis) 
before intervention, this region was no longer active after 6 
months. Instead, activation appeared in more posterior right 
IFG subregions, such as the pars opercularis (BA6/44/46). 
Furthermore, activation patterns shifted from right-hemisphere 
dominance to increased involvement of left-hemisphere re-
gions, including the supplementary motor area, medial frontal 
cortex, and cingulate gyrus. In other words, rTMS promoted 
a shift in compensatory activation within the right frontal 
cortex from anterior (BA45) to posterior areas (BA6/44/46), 
along with increased recruitment of the left hemisphere—
reflecting a dynamic reorganization of the bilateral language 
network. These changes coincided with sustained language 
improvement, supporting the therapeutic strategy of reduc-
ing excessive right frontal compensation while enhancing 
left-hemisphere engagement. Similarly, in a study by Chang et 
al. (2022) [6], high-frequency rTMS was delivered to the most 
active residual left-hemisphere language region identified by 
functional near-infrared spectroscopy (fNIRS), combined with 
10 days of speech therapy in 5 patients with chronic non-flu-
ent aphasia. Significant improvement in the Aphasia Quotient 
(WAB) was observed within one month. Network analysis 
using fNIRS showed enhanced functional connectivity among 
left-hemisphere speech production and processing areas, with 
significantly increased local clustering coefficients. In contrast, 
the clustering coefficient in the right hemisphere decreased, 
slightly reducing global network efficiency. This suggests that 
enhancing left-hemisphere integration while reducing maladap-
tive right-hemisphere compensation may be a mechanism for 
language recovery.
Numerous neuroimaging studies have demonstrated that the 
mechanisms underlying language recovery align with existing 
theories of neural plasticity. Patients with better outcomes 
often exhibit reestablishment of left-hemisphere language net-
work dominance, while right-hemisphere compensation is ei-
ther suppressed (e.g., via low-frequency rTMS to reduce inter-
hemispheric inhibition) or reorganized into a more supportive 
role (e.g., posterior shift of compensatory activation to more 
efficient regions) [19, 22]. These neuroplastic changes are 
often observed concurrently with improvements in language 
performance, suggesting that the restoration of function is 
indeed grounded in reorganization of the brain’s language 
network. Conversely, patients who fail to exhibit such neuroim-
aging-based markers of plasticity often show limited language 
improvement. When clinical gains are not paralleled by expect-

ed imaging changes, this may indicate the need for adjusting 
stimulation strategies to optimize treatment efficacy.
Most of the aforementioned fMRI studies are small-scale pre-
post comparisons or preliminary RCTs, with sample sizes 
ranging from fewer than 10 to approximately 20 participants, 
and some incorporating sham stimulation as controls [37]. De-
spite these limitations, the findings consistently demonstrate 
that NIBS can induce favorable functional reorganization of 
the brain—characterized by increased activation and connec-
tivity in left-hemisphere (ipsilesional) language regions and 
reduced maladaptive overactivation in the right hemisphere 
(contralesional), thereby aligning brain activity patterns more 
closely with those seen in healthy language networks. Such 
functional neuroimaging evidence provides a mechanistic 
foundation supporting the use of NIBS to facilitate aphasia 
recovery. Nonetheless, given the heterogeneity of participants 
and methodological constraints, these conclusions require fur-
ther validation in large-scale, rigorously designed clinical trials.

Structural Imaging Studies: White Matter and 
Gray Matter Plasticity

White Matter Plasticity
DTI has been primarily used to assess the structural integrity 
and connectivity of white matter (WM) fiber tracts, offering a 
unique perspective on plasticity induced by brain stimulation. 
Compared with fMRI, which reflects functional changes, DTI 
reveals remodeling of the underlying anatomical connections 
within the neural network. Soliman et al. (2021) [37] conducted 
a randomized trial in 21 subacute post-stroke aphasia patients, 
comparing a real tDCS group (anodal over the left inferior fron-
tal gyrus [IFG], cathodal over the right IFG) and a sham group, 
both receiving 10 sessions of stimulation. While the sham 
group showed no significant language changes, the real tDCS 
group demonstrated marked improvement in HSS aphasia 
scores. Seven patients in the real tDCS group underwent pre- 
and post-intervention DTI scans. Tractography of language-re-
lated white matter bundles revealed that, compared with sham 
stimulation, real tDCS significantly increased FA in the right 
uncinate fasciculus and decreased mean diffusivity (MD) in 
the right fronto-insular tract—suggesting enhanced fiber integ-
rity and reduced extracellular diffusivity. Notably, the increase 
in FA of the right uncinate fasciculus positively correlated with 
gains in speech fluency, supporting the idea that greater struc-
tural remodeling parallels greater functional recovery. Zhao et 
al. (2021) [47] examined 39 patients with primary progressive 
aphasia (PPA) who received 15 sessions of naming therapy 
combined with left IFG tDCS, and analyzed DTI metrics of 
ventral (uncinate/inferior longitudinal fasciculi) and dorsal (ar-
cuate fasciculus) pathways prior to intervention. Their results 
showed that the tDCS group outperformed the sham group in 
naming accuracy for both trained and untrained words. Higher 
FA in ventral pathways predicted greater gains in trained items, 
while higher FA in dorsal pathways predicted better general-
ization to untrained words. This suggests that the structural 
integrity of language-related WM tracts may serve as a predic-
tive biomarker of therapeutic responsiveness to tDCS in PPA 
patients—those with more preserved WM structures tended 
to benefit more from stimulation. Allendorfer et al. (2012) [1] 
reported that following 10 days of excitatory iTBS over the 



Brain Conflux

26

left hemisphere in chronic aphasia patients, FA significantly 
increased in several left-hemispheric regions, including the 
inferior and superior frontal gyri and the anterior corpus callo-
sum. Additional FA increases were observed in the right mid-
brain, bilateral temporoparietal cortex, and posterior cingulate 
gyrus, whereas decreases appeared in the bilateral fusiform 
gyri and left cerebellum. These changes overlapped with ac-
tivation regions identified in previous fMRI studies of iTBS-in-
duced language facilitation, suggesting that excitatory rTMS 
may enhance synaptic connectivity via mechanisms such as 
long-term potentiation (LTP), which is reflected structurally as 
improved WM integrity. Recent studies combining NIBS and 
language therapy have also reported microstructural WM plas-
ticity in perilesional or contralesional tracts, such as increased 
FA or decreased MD in the right uncinate and fronto-insular 
fasciculi following bilateral tDCS [37]. These structural chang-
es have been closely linked to improvements in speech fluen-
cy. Collectively, these findings highlight the parallel nature of 
structural and functional plasticity, supporting the concept that 
NIBS facilitates coordinated reorganization at both anatomical 
and functional levels of the language network.

Gray Matter Plasticity
Although relatively fewer studies have focused on gray matter 
(GM) volume changes, emerging evidence suggests a link be-
tween GM remodeling and functional language recovery. Some 
studies have reported that increased GM volume in the right 
temporoparietal junction is significantly associated with im-
proved language outcomes in post-stroke aphasia patients—
even though this region lies in the contralesional hemisphere 
and is not homologous to the lesioned left-hemispheric lan-
guage areas [40]. This finding implies that cortical GM remod-
eling—such as hypertrophy in language-related regions of the 
intact hemisphere—may also represent a form of neuroplasti-
city that contributes to compensatory mechanisms supporting 
language recovery.

Integrated Multimodal Imaging Framework for 
Stage-Specific Neuromodulation

Based on the synthesis of multimodal neuroimaging findings, 
Han et al. (2024) [19] proposed a plasticity framework of the 
post-stroke language network grounded in the dual-stream 
model, providing a systematic summary of recovery mecha-
nisms across different stages. They mapped specific white 
matter pathways—such as those related to fluency, repetition, 
comprehension, naming, and reading—to corresponding sub-
components of language, highlighting the plasticity character-
istics of these tracts during recovery. The model emphasizes 
that in the acute stage, due to severe functional disruption in 
the lesioned left hemisphere and limited capacity for white 
matter reconstruction, language recovery relies predominantly 
on functional reorganization within residual cortical areas and 
perilesional zones. In the subacute phase, with the initiation of 
neuroplastic and metabolic processes, compensatory remod-
eling can be observed in both the right-hemispheric homolo-
gous pathways and left perilesional networks, supporting inter-
mediate-term functional gains. In the chronic phase, if the left 
hemisphere gradually regains its dominance in the language 
network, the global activation pattern tends to normalize and 

resemble that of healthy individuals. Conversely, persistent 
over-reliance on right-hemispheric pathways—although offer-
ing temporary compensation—may suppress more efficient 
reorganization in the left hemisphere, leading to suboptimal 
outcomes. The framework also advocates for dynamic moni-
toring using multimodal imaging at different recovery stages, 
and stresses the importance of tailoring the timing and targets 
of intervention. For instance, the authors identified regions 
such as the medial superior frontal gyrus and dorsal anterior 
cingulate cortex as promising neuromodulatory targets due 
to their involvement in higher-order cognitive control net-
works. However, multi-target stimulation did not outperform 
optimized single-target stimulation; notably, rMFG targeting 
effectively downregulated dACC activity [14]. This concep-
tual model provides a structured guideline for future clinical 
decision-making and study design; however, its assumptions 
warrant further validation through longitudinal and multimodal 
interventional research. Collectively, these multimodal imaging 
findings not only delineate the dynamic reorganization of post-
stroke language networks but also provide a practical rationale 
for tailoring NIBS interventions. Functional hypoactivation and 
interhemispheric imbalance identified through fMRI, together 
with DTI-derived measures of tract integrity, can inform the 
selection of stimulation targets, polarity, and timing across dif-
ferent recovery stages, thereby establishing a clinically mean-
ingful imaging-guided neuromodulation framework.

Future Directions and Perspectives

Future research on NIBS for aphasia should focus on sever-
al key directions to further enhance its therapeutic efficacy 
and translational relevance. Despite encouraging progress, 
significant challenges remain, including the lack of standard-
ized imaging biomarkers, small sample sizes, heterogeneous 
stimulation timing and parameters, and limited reproducibility 
across studies. Addressing these limitations will be essential 
for achieving methodological consistency and clinical general-
izability.
First, integrating multiple neuroimaging modalities—such as 
fMRI, DTI, and electroencephalography (EEG)—is essential 
for dynamically monitoring the remodeling of language net-
works and capturing both functional and structural changes 
during recovery. EEG, with its high temporal resolution, can 
complement MRI-based approaches by revealing real-time 
oscillatory and network-level changes induced by stimulation, 
thereby improving the temporal precision of multimodal imag-
ing frameworks. Such multimodal fusion will enable real-time 
assessment of neuroplasticity induced by NIBS and facilitate a 
deeper understanding of the neural signatures associated with 
each recovery stage.
Second, the application of machine learning and artificial in-
telligence techniques should be expanded to comprehensively 
analyze patients’ baseline neuroimaging and clinical data. This 
approach allows for predictive modeling of language recovery 
trajectories and supports the optimization of individualized 
intervention strategies. Data-driven models that incorporate 
structural and functional MRI, as well as DTI parameters, can 
estimate patient-specific responsiveness to different stimula-
tion paradigms and assist in evidence-based decision-making 
[9].
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Third, the development of personalized NIBS protocols that 
adapt to each patient’s stage of recovery—guided by predic-
tive models and imaging biomarkers—could align stimulation 
intensity and pattern with the evolving neuroplastic potential 
of the brain. A phase-specific, progressive stimulation strategy 
may maximize functional gains and improve the long-term sta-
bility of outcomes.
In addition to the well-established TMS and tDCS paradigms, 
several emerging neuromodulation techniques—including tran-
scranial alternating current stimulation, transcranial random 
noise stimulation, and focused ultrasound neuromodulation—
are gaining increasing attention for their potential to deliver 
more frequency-specific, spatially precise, and depth-selective 
modulation of neural activity. Although empirical evidence in 
post-stroke aphasia remains limited, incorporating these nov-
el modalities into multimodal imaging–guided frameworks 
represents a promising frontier for advancing precision neuro-
modulation. Future research should explore how these inno-
vative stimulation techniques can be integrated with neuroim-
aging and computational modeling to improve personalization 
and reproducibility in language rehabilitation.
Finally, translating neuroimaging-based mechanistic insights 
into standardized clinical protocols remains a critical chal-
lenge. Large-scale, multicenter trials are needed to establish 
consensus on stimulation parameters, timing, and intervention 
paradigms, thereby facilitating integration into routine clinical 
practice. Developing standardized imaging biomarkers and re-
producible stimulation frameworks will be crucial for bridging 
the gap between mechanistic studies and clinical application. 
Bridging the gap between experimental and clinical implemen-
tation will depend on the development of replicable, guide-
line-based NIBS frameworks that ensure accessibility, consis-
tency, and clinical benefit across diverse patient populations 
[9]. Future studies should also integrate molecular biomarkers 
such as BDNF and synaptic plasticity indices with multimodal 
imaging metrics to better elucidate how cellular mechanisms 
translate into macroscopic network reorganization and clinical 
improvement.

Evidence Synthesis and Consistency Across 
Studies

Although considerable heterogeneity exists among study 
designs, stimulation parameters, and imaging methods, sev-
eral consistent patterns have emerged. Across multiple pilot 
and randomized controlled trials, inhibitory NIBS applied to 
right-hemispheric homologues and excitatory stimulation tar-
geting left perilesional or residual language areas have repeat-
edly demonstrated beneficial effects) on naming, fluency, and 
comprehension [7, 33]. Meta-analyses [7] further support the 
superiority of bihemispheric or imaging-guided protocols com-
pared to conventional approaches. However, controversies re-
main regarding the optimal timing of stimulation, the durability 
of long-term effects, and inter-individual variability in response 
patterns [19]. Overall, the level of evidence has progressed 
from small-scale exploratory studies to a growing number of 
well-controlled clinical trials, reflecting an encouraging trend 
toward standardization and higher methodological rigor.

Conclusion

In summary, non-invasive brain stimulation offers renewed 
hope for post-stroke aphasia rehabilitation, while multimod-
al neuroimaging provides a powerful means to elucidate its 
mechanisms and therapeutic effects. Recent evidence shows 
that NIBS can promote neuroplastic changes at multiple 
levels—from the reorganization of functional networks to po-
tential strengthening of structural pathways. Nonetheless, it 
is increasingly evident that each patient’s path to recovery is 
unique, requiring more precise and individualized intervention 
strategies. Future advances in neuroimaging and data ana-
lytics are expected to further refine our understanding of lan-
guage network remodeling, enabling clinicians to design more 
targeted, stage-specific treatment plans. With continued sci-
entific exploration, the field is moving toward a more complete 
blueprint of language recovery, offering tangible improvements 
in communication ability and quality of life for patients with 
aphasia.
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Abstract

Schizophrenia, depression, and bipolar disorder are highly heritable psychiatric illnesses that share overlapping symptoms but also exhibit dis-
order-specific features. To dissect the cellular and developmental mechanisms underlying genetic risk, we integrated large-scale genome-wide 
association study (GWAS) data with human cortical single-nucleus RNA sequencing (snRNA-seq) data spanning gestation to adulthood (>700,000 
nuclei from 106 donors). Gene-based analyses revealed 104 shared genes across disorders and convergent enrichment in synaptic pathways, 
alongside disorder-specific signals such as metal ion transport in schizophrenia. Using the single-cell disease relevance score (scDRS), we 
mapped polygenic risk across cortical cell types and developmental windows. Excitatory neurons were consistently implicated across all disor-
ders from postnatal stages through adulthood, while inhibitory neurons showed broader vulnerability in depression and bipolar disorder, extend-
ing into the fetal period. Glial cells demonstrated disorder specificity: astrocytes were implicated across disorders during early postnatal synap-
togenesis, oligodendrocyte precursor cells (OPCs) showed prolonged associations in depression, and mature oligodendrocytes were uniquely 
implicated in schizophrenia during childhood. These findings highlighted excitatory-inhibitory imbalance as a shared mechanism, alongside 
distinct glial and developmental trajectories contributing to disorder-specific pathophysiology. Our findings help to highlight the cortical cell types 
and developmental windows through which psychiatric genetic risk may act, offering insights into potential critical periods for intervention.
Keywords: Psychiatric disorders; Genome-wide association study ; Single-nucleus RNA sequencing; Cell type-specific risk; Neurodevelopmental 
trajectories.
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Introduction

Schizophrenia, depression and bipolar disorder are highly 
burdensome psychiatric illnesses [1]. Despite their clinical het-
erogeneity, these disorders frequently exhibit comorbidity and 
overlapping symptoms [2, 3], which aligns with the dimension-
al-continuum models of psychiatric risk. These models con-
ceptualize psychiatric illnesses along continuous dimensions 
rather than as discrete categories, emphasizing that multiple 
interacting domains, such as cognition and emotion, jointly 
contribute to psychiatric symptoms and their shared neuro-
biological basis [4-6]. Large-scale genome-wide association 
studies (GWASs) have revealed substantial genetic correla-
tions across psychiatric disorders, suggesting a shared poly-
genic architecture as well as disorder-specific components [7-
13]. While these genetic studies have uncovered hundreds of 
associated loci, the mechanisms by which risk variants act on 
specific cell types and developmental windows, as well as the 

similarities and differences of these mechanisms across dis-
eases, remain incompletely understood.
The cerebral cortex constitutes a fundamental pathophysio-
logical substrate for psychiatric disorders. It is essential for 
higher-order cognitive and emotional processes, and converg-
ing evidence from neuroimaging studies has demonstrated 
cortical abnormalities across schizophrenia, depression, and 
bipolar disorder [14-17]. Increasing evidence indicates that 
the effects of psychiatric risk variants are dependent on neu-
rodevelopmental context, particularly during fetal and early 
postnatal stages [18-21]. For example, genetic risk factors for 
schizophrenia primarily act during early cortical development, 
perturbing neuronal circuit formation and synaptic organiza-
tion in ways that predispose to later disease manifestation [18]. 
Moreover, shared genetic risk across psychiatric disorders has 
been shown to regulate genes expressed in developing neo-
cortex during midgestation [21]. Therefore, linking polygenic 
risk to cortical cell types across developmental stages helps 
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identify when and where genetic risk arises, providing insight 
into how psychiatric disorders develop.
Advances in single-nucleus RNA sequencing (snRNA-seq) now 
provide improved resolution to map gene expression across 
diverse cortical cell types and developmental stages [22, 23]. 
These datasets enable dissection of how disease-associated 
genes are expressed across different cell types and develop-
mental stages. Integrating GWAS with single-cell transcriptom-
ic data has emerged as a powerful approach to link genetic 
risk with cellular contexts [24, 25]. In particular, the single-cell 
disease relevance score (scDRS) framework allows polygenic 
risk to be projected onto individual cells, thereby quantifying 
disease relevance across cell types and developmental time 
[26].
In this study, we integrated GWAS summary statistics of 
schizophrenia, depression, and bipolar disorder with large-
scale human cortical snRNA-seq data spanning from the sec-
ond trimester of gestation to adulthood. We aimed to identify 
shared and disorder-specific genes and pathways, determine 
the cellular and developmental distribution of polygenic risk, 
and disentangle common versus distinct biological mecha-
nisms across major psychiatric disorders. 

Materials and Methods

GWAS datasets 
To investigate the cellular mechanisms through which genetic 
risk contributes to major psychiatric disorders, we analyzed 
GWAS summary statistics of European ancestry for depres-
sion (Ncase = 294,322, Ncontrol = 741,438) [8], bipolar disorder 
(Ncase = 41,917, Ncontrol = 371,549) [9] and schizophrenia (Ncase 
= 53,386, Ncontrol = 77,258) [7]. For depression, cases were 
defined based on multiple criteria, including the International 
Classification of Diseases (ICD), self-reported depression, or 
questionnaire-based assessments. Control participants were 
drawn from population-based cohorts, excluding individuals 
with any diagnosis of depression. For bipolar disorder, all cas-
es met international diagnostic criteria, including the Diagnos-
tic and Statistical Manual of Mental Disorders (DSM) and ICD, 
while controls had no psychiatric history. For schizophrenia, di-
agnoses were based on DSM or ICD criteria, structured clinical 
interviews, medical record reviews, consensus diagnoses, and 
scale-assisted assessment. Controls were individuals without 
a history of psychiatric disorders or were randomly selected 
from the population. As these GWAS represent meta-analyses 
of multiple cohorts, detailed information on study design, diag-
nostic procedures, and quality control is available in the origi-
nal publications.

Human cortex single-nucleus RNA sequencing dataset from 
gestation to adulthood
We used snRNA-seq gene expression data from human cere-
bral cortex, spanning developmental stages from the second 
trimester of gestation to adulthood (fourth last menstrual 
period month human stage to 54 years old). The study ana-
lyzed >700,000 single-nucleus RNA sequencing profiles from 
106 donors (45 female and 61 male subjects) [23]. The devel-
opmental stages included the second trimester of gestation 
(31 donors), the third trimester of gestation (12 donors), 0-1 
years (11 donors), 1-2 years (4 donors), 2-4 years (10 donors), 

4-10 years (8 donors), 10-20 years (17 donors) and adulthood 
(>20 years,13 donors). Preprocessing of the snRNA-seq data 
was carried out using Scanpy (single-cell analysis in python, 
v 1.10.1, http://scanpy.readthedocs.io/en/stable/index.
html) [27]. Each cell was assigned a predefined cell type and 
developmental stage [23]. The cell types included excitato-
ry neurons, inhibitory neurons, glial progenitors, astrocytes, 
oligodendrocyte precursor cells (OPCs), oligodendrocytes, 
microglia, and vascular cells. We filtered out cells expressing 
fewer than 250 genes and genes expressed in fewer than 50 
cells, 704,080 single nuclei transcriptome profiles × 17,589 
genes remained in the snRNA-seq data. Following the filtering, 
we normalized the snRNA-seq data matrix. Each cell was nor-
malized by total counts over all genes, enabling comparison 
of gene expression levels across cells. The normalized data 
matrix was then logarithmized to stabilize variance for further 
analyses. Batch correction was applied to the dataset [23], 
with gene counts and sex included as covariates for the scDRS 
analysis. 

MAGMA
MAGMA (v1.10, https://cncr.nl/research/magma/) [28] was 
used to construct gene sets for schizophrenia, depression, 
and bipolar disorder based on GWAS summary statistics. We 
performed these analyses using genome-wide summary data. 
Gene boundaries were defined based on Ensembl release 102 
(GRCh37) and extended by 35 kb upstream and 10 kb down-
stream to incorporate potential regulatory regions. Linkage 
disequilibrium was estimated from the European reference 
panel of the 1000 Genomes Project (Phase 3) [29]. Gene-
based association testing was performed in MAGMA using the 
SNP-wise Mean model. Gene-level P-values were derived from 
the exact distribution of the sum of squared z-scores using the 
Imhof method and were subsequently converted to gene-level 
z-scores. For each disorder, the top 1,000 genes with the high-
est MAGMA gene-level z-scores were selected, restricting to 
genes that passed quality control in the snRNA-seq dataset.

Over-representation analysis
To investigate the functional enrichment of disorder-associ-
ated genes, over-representation analysis was conducted for 
each disorder using the ToppGene Suite (https://toppgene.
cchmc.org/) [30]. For each over-representation analysis, the 
input gene set comprised the top 1,000 genes ranked by 
MAGMA gene-level z-scores, which were tested against the 
ToppGene Suite's default background of all genes annotated 
for Gene Ontology (GO) biological process terms (n = 20,557). 
In this analysis, we specifically selected the GO biological 
process database, as our primary objective was to clarify and 
compare the biological processes underlying the genetic ar-
chitecture of schizophrenia, depression, and bipolar disorder. 
Restricting the analysis to a single database also helped mini-
mize gene set redundancy and reduced the inflated burden of 
multiple testing. Statistical significance was assessed using a 
hypergeometric test, and P-values were adjusted for multiple 
testing using the Bonferroni correction.

Single-cell disease relevance score (scDRS)
We used scDRS (v1.0.4, https://github.com/martinjzhang/
scDRS) [26] to investigate the cellular targets of schizophrenia, 
depression, and bipolar disorder through polygenic score at 
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single-cell resolution. For each snRNA-seq cell, scDRS comput-
ed a disease relevance score by aggregating the expression 
of the top 1,000 associated genes (default parameter setting 
in scDRS), followed by normalization. To determine statistical 
significance, 1,000 sets of Monte Carlo control scores were 
generated and normalized. One-sided cell-level P values were 
computed by comparing each cell’s normalized disease rele-
vance score to the empirical distribution of control scores. Uni-
form Manifold Approximation and Projection (UMAP, v0.5.6) 
[31] is a nonlinear dimensionality reduction technique, which 
was used for visualizing the structure of snRNA-seq data in 
two dimensions. Cell type-level analyses aggregated individual 
cell-level results to identify cell types associated with the three 
psychiatric disorders. Although scDRS retains sufficient power 
even for small cell numbers [26], we excluded cell types in spe-
cific developmental stages with fewer than 50 cells. Conse-
quently, scDRS results for 704,072 single nuclei were retained 
for cell type-level analyses. Each cell was assigned to a unique 
combination of cell type and developmental stage based on 
its annotation; therefore, no cell was counted in more than one 
category. P values for both cell-level and cell type-level analy-
ses were adjusted using false discovery rate (FDR) correction 
to control for multiple hypothesis testing.

Sensitivity analysis of gene selection threshold
To assess the robustness of our results to gene selection crite-
ria, we performed sensitivity analyses using alternative thresh-
old for MAGMA-prioritized genes per disorder. In the original 
scDRS study [26], six strategies were evaluated, including the 
top 100, 500, 1,000, 2,000, as well as those based on fami-
ly-wise error rate (FWER) < 5%, and FDR < 1%. The default top 
1,000 gene set substantially outperformed all other versions, 
except for the top 2,000 gene set, which showed comparable 
performance but slightly poorer calibration. Therefore, we se-
lected the top 2,000 gene set for sensitivity analysis to further 
validate the robustness of our findings. 

Results

Disease-associated genes and pathways
For each disorder, we extracted the top 1,000 associated 
genes and assessed their overlap (Supplementary Table 1 and 
Figure 1a). A total of 104 genes were shared across schizo-
phrenia, depression, and bipolar disorder, highlighting their 
pleiotropic genetic architecture, whereas 517, 642, and 563 
genes were disorder-specific for schizophrenia, depression, 
and bipolar disorder, respectively. Pathway enrichment analy-
sis (Bonferroni-corrected P < 0.05) identified 34 pathways for 
schizophrenia (Supplementary Table 2), 50 for depression 
(Supplementary Table 3), and 21 for bipolar disorder (Supple-
mentary Table 4), with nine shared pathways primarily related 
to synaptic processes (Figure 1b-e), such as synapse organi-
zation (Pc = 1.52 × 10-7 for schizophrenia, Pc = 2.67 × 10-10 for 
depression, Pc = 1.24 × 10-2 for bipolar disorder) and synaptic 
signaling (Pc = 1.85 × 10-7 for schizophrenia, Pc = 4.19 × 10 -9 
for depression, Pc = 3.18 × 10-6 for bipolar disorder). Depres-
sion- and schizophrenia-associated pathways were enriched 
for generation of neurons (Pc = 2.17 × 10-8 for schizophrenia, 
Pc = 1.87 × 10 -10 for depression) and neuron differentiation (Pc 
= 7.80 × 10-9 for schizophrenia, Pc = 2.66 × 10 -10 for depres-

sion), while schizophrenia- and bipolar disorder shared enrich-
ment in regulation of synaptic plasticity (Pc = 8.87 × 10-3 for 
schizophrenia, Pc = 2.79 × 10-2 for bipolar disorder). Schizo-
phrenia-specific pathways were significantly enriched in GAB-
Aergic synaptic transmission (Pc = 1.09 × 10-2 ) and metal ion 
transport (Pc = 1.67 × 10 -2 ). These findings reveal both shared 
and disorder-specific molecular mechanisms, with convergent 
enrichment in synaptic pathways across disorders, and schizo-
phrenia showing additional specificity in GABAergic transmis-
sion and ion transport.

Developmental and cell-type specificity of risk genes
We next applied scDRS analysis to snRNA-seq data spanning 
eight major brain cell types (Figure 2a) across eight develop-
mental stages (Figure 2b). First, we calculated a scDRS for 
each cell in the snRNA-seq datasets based on the genes as-
sociated with schizophrenia, depression, and bipolar disorder, 
and projected these scores onto UMAP plot (Figure 2c). At the 
single-cell level, scDRS showed that genes associated with all 
three psychiatric disorders were highly expressed in excitatory 
and inhibitory neurons, particularly during postnatal stages. 
Schizophrenia and depression genes also exhibited elevated 
scDRS in OPCs, while schizophrenia genes showed higher 
scDRS in mature oligodendrocytes compared with depression 
and bipolar disorder. 
We then performed cell-type-level analyses to associate pre-
defined cell types at different developmental stages with these 
disorders. In total, the analyses identified 19 significant cell 
type-schizophrenia pairs, 21 for depression, and 14 for bipolar 
disorder (FDR < 0.05, Monte Carlo test; Supplementary Tables 
5-7). The analysis demonstrated that excitatory neurons were 
associated with schizophrenia, depression, and bipolar disor-
der spanning the postnatal period through adulthood. All three 
disorders were also significantly associated with inhibitory 
neurons, but with distinct temporal windows. In schizophrenia, 
inhibitory neuron associations were mainly postnatal, where-
as in depression and bipolar disorder, associations extended 
from the third trimester through adulthood (Figure 2d). These 
results emphasized that excitatory and inhibitory neuronal 
dysfunction was recognized as a foundational element across 
major psychiatric disorders. The broader vulnerability window 
may reflect the early involvement of GABAergic interneurons 
in depression and bipolar disorder. Our findings emphasized 
the temporal association of excitatory and inhibitory neurons 
with schizophrenia, depression, and bipolar disorder during the 
postnatal period. This observation aligned with the develop-
mental trajectories of glutamatergic synapse density, dendritic 
arborization, and mesocortical dopaminergic projections, all of 
which continue to mature after birth [18], thereby underscoring 
the critical role of neural circuit development in the pathophys-
iology of schizophrenia, depression, and bipolar disorder.
Glial cells demonstrated disorder-specific associations. As-
trocytes were consistently associated with all three disorders 
during the 1-2 years stage, a period coinciding with active 
synaptogenesis [32, 33] and gliogenesis [34, 35], highlighting 
the importance of early postnatal glial maturation for neurode-
velopmental vulnerability to psychiatric disorders. OPCs were 
linked to schizophrenia and depression, with depression span-
ning from the third trimester through adulthood, while schizo-
phrenia was restricted to 0-4 years (Figure 2d). Mature oligo-
dendrocytes were only associated with schizophrenia during 
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Figure 1. Gene- and pathway-level analyses of three psychiatric disorders. a. Venn diagram shows the number of genes identified by gene-
based association tests and their overlap among the three psychiatric disorders. b. Venn diagram shows the number of pathways identified by 
statistical over-representation analysis and their overlap among the three disorders. c-e, Bubble plots display the enriched Gene Ontology (GO) 
biological process terms (Bonferroni-corrected P < 0.05) for depression (c), bipolar disorder (d), and schizophrenia (e). The x-axis represents the 
significance level of each term, while the y-axis lists the GO terms. Bubble color indicates significance, and bubble size represents the number of 
genes enriched in each term.

1-10 years. OPCs could differentiate into mature oligodendro-
cytes to form myelin sheaths, support axonal metabolism, and 
participate in neuroplasticity [36]. The distinct temporal pat-
terns observed for oligodendrocyte lineage cells suggest dis-
order-specific vulnerabilities in white matter development. The 
prolonged association for depression may reflect impaired dif-
ferentiation or maintenance of OPCs, consistent with reports 

of widespread white matter abnormalities and disrupted oli-
godendrocyte function in depression [36]. Schizophrenia was 
associated not only with OPCs within a narrow window (0-4 
years) but also subsequently with mature oligodendrocytes. 
These findings highlight a critical developmental period during 
which disrupted myelination may compromise long-range 
connectivity, consistent with the neurodevelopmental model 

A
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Figure 2. Associations of human cortical cells with risk genes for schizophrenia, depression, and bipolar disorder. a-b, UMAP (uniform manifold 
approximation and projection) visualization of human cortical cells, with cluster labels indicating annotated cell types (a) and developmental 
stages (b). c, UMAP visualizations display the disease relevance score for schizophrenia, depression and bipolar disorder assigned to each cell. 
d, Cell type-level scDRS analysis for the three psychiatric disorders. The y-axis represents the -log10 (P values) of the cell type-level analyses of 
human cortical cells for the three psychiatric disorders, grouped by cell types and developmental stages (x-axis, with number of cells indicated 
in parentheses). Asterisks denote significant cell type-disease associations (FDR < 0.05 across 56 cell types in different developmental stages). 
ExN, excitatory neuron; InN, inhibitory neuron; GPC, glial progenitor cell; Astro, astrocyte; OPC, oligodendrocyte precursor cell; Oligo, oligodendro-
cyte; Micro, microglia; VASC, vascular cell.

of schizophrenia [37, 38]. Together, these results suggest that 
depression may be characterized by chronic deficits in OPCs 
function, while schizophrenia reflects postnatal developmental 
failures in oligodendrocyte maturation and myelination. This 
distinction underscores the importance of temporally resolved 
glial mechanisms in contributing to disorder-specific patho-

physiology.

Disorder-specific scDRS trajectories across cell types and 
developmental windows
We next compared average scDRS scores for schizophre-
nia, depression, and bipolar disorder across developmental 

A
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stages in the associated cell types (Figure 3). In both excit-
atory and inhibitory neurons, depression exhibited the highest 
postnatal scDRS scores, with a pronounced peak during the 
1-2 years stage. In astrocytes, all three disorders demonstrat-
ed scDRS peaks during 1-2 years. Striking differences were 
observed in OPCs, where depression consistently showed the 
highest scores across the lifespan, followed by schizophrenia 
and then bipolar disorder, highlighting more persistent OPCs 
vulnerability in depression. By contrast, in mature oligodendro-
cytes, schizophrenia exhibited the highest scores, providing 
strong support for the established model of myelination defi-
cits and white matter abnormalities as central pathophysiolog-
ical features of schizophrenia [37, 38]. 

Robustness of disease-cell associations to gene set size
To evaluate the robustness of our findings to the choice of 
gene selection threshold in scDRS, we performed a sensitiv-
ity analysis using the top 2,000 MAGMA-prioritized genes. 
The developmental trajectories of scDRS derived from top 
2,000 MAGMA-prioritized genes were highly consistent with 
our primary analysis based on the top 1,000 genes (Figure 
4). Although the larger gene set yielded slightly attenuated 
calibration, the developmental trajectories of scDRS and the 
distinctions between disorders remained largely consistent, 

Figure 3. Developmental trajectories of scDRS in human cortical cells for three psychiatric disorders. These plots display the average scDRS 
(y-axis) for schizophrenia, depression, and bipolar disorder in five major cortical cell types: excitatory neuron (a), inhibitory neuron (b), astrocyte 
(c), oligodendrocyte precursor cell (OPCs, d), and oligodendrocyte (e). The developmental window spans from the second trimester of gestation 
to adulthood (x-axis). Prenatal stages for oligodendrocyte were excluded due to low cell counts (n < 50).

indicating that our findings are robust to variations in gene se-
lection strategy.

Discussion

Our integrative analysis provides novel insights into the cell 
type- and developmental stage-specific mechanisms under-
lying schizophrenia, depression, and bipolar disorder. At the 
gene and pathway level, we observed a substantial overlap of 
associated genes and convergent enrichment in synaptic pro-
cesses, consistent with the view that synaptic dysfunction is 
a core feature across major psychiatric disorders [39]. At the 
same time, disorder-specific enrichments, such as metal ion 
transport for schizophrenia, point to unique pathophysiological 
features.
At the cellular level, excitatory neurons were consistently 
implicated across disorders from postnatal stages through 
adulthood, underscoring glutamatergic dysfunction as a 
shared substrate of psychiatric illness. Inhibitory neurons also 
showed significant associations, but with broader temporal 
vulnerability in depression and bipolar disorder, extending back 
to the fetal period. This aligns with prior studies reporting a 
widespread excitatory-inhibitory imbalance in these conditions 

A
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Figure 4. Developmental trajectories of scDRS across human cortical cell types for three psychiatric disorders using the top 2,000 disease-re-
lated genes. These plots display the average scDRS (y-axis) for schizophrenia, depression, and bipolar disorder in five major cortical cell types: 
excitatory neuron (a), inhibitory neuron (b), astrocyte (c), oligodendrocyte precursor cell (OPCs, d), and oligodendrocyte (e). The developmental 
window spans from the second trimester of gestation to adulthood (x-axis). Prenatal stages for oligodendrocyte were excluded due to low cell 
counts (n < 50).

[40-42]. Together, these results emphasize that excitatory-in-
hibitory imbalance is a unifying mechanism, but with disor-
der-specific developmental timing.
Glial cell associations demonstrated greater disorder specific-
ity. Astrocytes were consistently implicated across disorders 
during the 1-2 years, coinciding with peaks in synaptogenesis 
and gliogenesis [32-35]. OPCs showed prolonged associations 
in depression, suggesting persistent progenitor dysfunction, 
whereas schizophrenia was linked to a narrower early child-
hood window, with mature oligodendrocytes uniquely impli-
cated. This distinction suggests that depression may involve 
chronic impairments in OPC differentiation or maintenance, 
while schizophrenia reflects postnatal developmental failures 
in oligodendrocyte maturation and myelination, consistent 
with white matter abnormalities observed in these disorders 
[36, 43].
A key limitation of our study is that we rely on snRNA-seq 
data from healthy human brains to annotate disease risk. This 
approach assumes that the transcriptional and regulatory re-
lationships captured in healthy tissues largely reflect those in 
disease states, an assumption commonly adopted due to the 
limited availability of high-quality disease-specific single-cell 
datasets resources. However, disease-related changes, such 

as altered cell composition, cell-state transitions, and regula-
tory network remodeling, may influence the generalizability of 
our findings. Accordingly, our findings should be interpreted as 
reflecting putative risk-enriched cell types under baseline con-
ditions rather than direct causal effects in disease states. Fu-
ture studies incorporating disease-specific single-cell datasets 
will be essential to refine these interpretations. Furthermore, 
although a smaller number of cells should not substantially 
affect the scDRS power, the imbalance in the number of cells 
captured across cell types and developmental stages may in-
troduce potential biases in estimating disease-associated cell 
types. These proportions not only reflect the intrinsic cellular 
composition of the human cerebral cortex at different develop-
mental stages but are also influenced by variation in the num-
ber of donors contributing to each stage. 
Overall, our findings highlight both convergent and distinct 
neurodevelopmental trajectories across psychiatric disorders, 
emphasizing the importance of temporally resolved analyses 
to disentangle shared and disorder-specific mechanisms. This 
cellular and developmental mapping of polygenic risk may in-
form strategies for targeted interventions at critical windows 
of vulnerability.

A
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Abstract

Transcranial alternating current stimulation (tACS) is a non-invasive neuromodulation technique that generates weak oscillatory electric fields 
(EFs) in the brain and has shown promise for probing neural oscillations and treating neuropsychiatric disorders. However, its effects on neural 
activity remain highly variable across studies, and controversies persist regarding whether conventional tACS intensities can genuinely entrain 
neuronal firing. Experimental approaches alone have limited capacity to resolve these inconsistencies. Computational modeling provides a 
powerful complementary framework to quantify induced EFs, predict cellular responses, and generate mechanistic hypotheses. In this review, 
we focus on multiscale models spanning from macroscopic realistic head models to microscopic multi-compartmental neuronal models. Head 
models elucidate how anatomy, tissue conductivity, stimulation parameters, and electrode montage shape the spatial distribution of tACS-in-
duced fields, while multi-compartmental models reveal how EFs, neuronal morphology, biophysics, and synaptic inputs govern cell-type-specific 
polarization and spike entrainment. We highlight key insights, unresolved controversies, and emerging trends, including the integration of head 
and neuronal models, network-level simulations, and the use of artificial intelligence to bridge scales. By critically synthesizing advances in mul-
tiscale modeling, we argue that coupling computational frameworks with experimental recordings is essential for explaining the diversity of tACS 
effects and for translating mechanistic insights into individualized, clinically effective interventions.
Keywords: Transcranial alternating current stimulation; computational modeling; induced electric field; multi-compartmental neuronal models; 
membrane polarization; spike entrainment.
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Multiscale Modeling of Transcranial Alternating Current Stimulation: 
Induced Electric Field and Cellular Responses

Introduction

Transcranial alternating current stimulation (tACS) uses scalp 
electrodes to apply low-intensity current (typically no more 
than 2 mA) at a specific frequency to modulate neural activ-
ity in a noninvasive and tolerable manner [1, 2]. By targeting 
endogenous oscillations, tACS provides a unique opportunity 
to probe the causal relationship between neural oscillations, 
cognition, and behavior [3, 4], and it is increasingly explored 
as a therapeutic strategy for neuropsychiatric disorders [5-7]. 
Despite rapid growth in experimental and clinical applications, 
the mechanisms by which tACS shapes neural dynamics re-
main incompletely understood. 
At the core of tACS action are oscillatory electric fields (EFs) 
generated within the brain [8]. Such field is the acting force for 
driving its effects on neural activity [3]. The weak oscillatory 
field induced by tACS is not strong enough to activate action 
potentials in resting neurons, which is traditionally categorized 

as a subthreshold stimulation. Experimental recordings in 
rats [9-13], ferrets [14, 15], nonhuman primates [16-20], and 
humans [13] showed that such weak EFs can modulate spike 
timing and entrain neural activity. The above interventions are 
determined by EF strength and frequency, which also depend 
on cell type and ongoing oscillations. Particularly, tACS-in-
duced effects on neural activity are highly variable across 
studies, and some findings are not fully reliable and difficult to 
replicate. This inconsistency has fueled ongoing debate over 
whether conventional tACS intensities, commonly 1-2 mA at 
the scalp, can genuinely entrain neural firing in vivo [21-24].
Computational modeling has emerged as a powerful com-
plement to experimental approaches for addressing these 
controversies. Models can quantify EF distributions across 
tissues, test mechanistic hypotheses at the cellular level, and 
guide experimental design and clinical protocols [25-26]. In 
particular, realistic head models allow estimation of EF distri-
bution across brain regions based on individual anatomy, while 
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multi-compartmental neuronal models capture the morphol-
ogy- and biophysics-dependent responses of single cells to 
applied fields. Integrating these scales enables mechanistic 
insights into how tACS affects neural activity, from the distri-
bution of currents in the brain to the entrainment of individual 
neurons.
Previous studies [2-5, 8, 27-31] summarized the neurophysi-
ological and cognitive effects of tACS and discussed meth-
odological challenges. In contrast, our review focuses specif-
ically on multiscale computational modeling. We first outline 
advances in realistic head models that predict EF distributions, 
then examine multi-compartmental neuronal models that char-
acterize cellular polarization and spiking entrainment. Finally, 
we discuss how integrating these approaches can resolve 
current controversies, highlight emerging directions such as 
network-level and artificial intelligence-assisted modeling, and 
consider the implications for translating tACS into individual-
ized, clinically effective neuromodulation. 

Realistic Head Models of tACS

tACS generates oscillating EFs across brain tissues, which are 
usually measured in units of voltage per meter (V/m) or milli-
volts per millimeter (mV/mm) [3, 32]. As noted, the fluctuating 
EF is the acting force of tACS. Therefore, calculation of EF in 
the target region is a first step to mechanistically understand 
cellular responses via modeling. Measured EFs can also be 
used to facilitate electrode montage selection and individual-
ized dosing [3, 33, 34], and to predict inter-individual variability 
in tACS effects [35].
Realistic head models are powerful tools for predicting EF 
distribution induced in the brain during tACS [36, 37], which 
are often impractical to measure using experimental methods 
alone. These head models are created from anatomical mag-
netic resonance imaging (MRI), segmented into different tis-
sue types such as scalp, skull, cerebrospinal fluid, gray matter, 
and white matter. The typical workflow includes MRI segmen-
tation, 3D-surface tissue reconstruction, electrode placement, 
volume mesh generation, assignment of electrical conductivity 
and permittivity, specification of physics settings and bound-
ary conditions, and finite element method (FEM) calculation 
[36, 38]. Common toolboxes used for simulating EF in realistic 
head models include SimNIBS [39, 40], COMETS2 [41], ROAST 
[38], SCIRun [42], and SimBio [43]. These toolboxes use FEM to 
numerically calculate EFs. Note that when calculating tACS-in-
duced fields, it is usually assumed that the coupling between 
electric and magnetic fields is negligible, i.e., the quasi-static 
approximation [44]. This approximation is valid in the frequen-
cy range currently used for tACS [45]. 
The calculation of EF induced by tACS depends on the elec-
trical conductivity of brain tissues. Since tissue conductivity 
varies between individuals, it is necessary to validate the pre-
dictions of a head model with in vivo measurements. Huang et 
al [46] directly measured EF in ten epilepsy patients generated 
by tACS and calibrated individual head models by adjusting 
skull, scalp, and brain conductivities to match recorded EFs. 
The resulting individualized models predicted EF spatial dis-
tribution with high accuracy for all subjects. Their validation 
results were later confirmed by Opitz et al [47], which con-
sistently showed that realistic brain models using standard 

conductivities slightly misestimate the measured EF strength, 
suggesting the need for individual adjustments of tissue con-
ductivities. Further, tissue conductivity exhibits inter-individ-
ual variability, and accounting for this variation is crucial for 
gaining better insights into stimulation mechanisms. However, 
many tACS modeling studies are based on a single exemplary 
head model. To capture anatomical and tissue variabilities, 
Berger et al [48] recently created a comprehensive dataset 
of 100 quality-assured realistic head models with variable 
tissue conductivities based on individual imaging data from 
the Human Connectome Project s1200 release. To reflect in-
ter-individual variability, the scalp, skull, and grey matter tissue 
conductivities for each model were assigned pseudo-randomly 
from biologically plausible distributions [49]. The cerebrospinal 
fluid, white matter, and eye tissue conductivities were fixed at 
the default setting. To assess the quality of each head mesh, 
the authors performed a semi-manual correction for tissue 
accuracy and quality measurements of finite-element analysis. 
They also provided the simulation results of exemplary tACS 
montage based on a desynchronized montage outlined by 
Alekseichuk et al [50]. The dataset of their head models can 
assist in population variability analysis, meta-modeling tech-
niques, and stimulation target optimization.  
Other factors affecting tACS-induced EF distribution include 
stimulation current intensity, frequency, phase, electrode 
placement, and head anatomy. Recordings in surgical epilepsy 
patients [46] showed that the maximum EF exhibits approx-
imately linear dependence on stimulation current intensity, 
which is about 0.4-0.5 V/m in human when current intensity 
is 1 mA from peak-to-baseline. Recordings in monkeys [32] 
showed that there is a small attenuation (up to 10%) in EF in-
tensity as stimulation frequency increases. Alekseichuk et al 
[51] combined direct invasive recordings with computational 
models to characterize the dependence of EF magnitude and 
phase on stimulation phase during multi-electrode tACS. Their 
work demonstrated that specific phase configurations can cre-
ate a “traveling wave” stimulation pattern, in which the location 
of maximum EF shifts over time. Subsequently, Lee et al [52] 
used phasor algebra and detailed head models to develop a 
simulation framework for predicting the phase gradient of EFs 
during multi-channel tACS. Their simulations precisely predict-
ed in vivo recordings in monkeys when the return electrode 
was placed within a small radius (< 5 mm) from its actual 
location. They individually calibrated the overestimation in EF 
amplitude through optimization of tissue conductivity, which 
enhanced the correspondence between simulated and mea-
sured field amplitudes. Using validated head models, Opitz et 
al [47] determined the tolerance limits for variation in electrode 
placement, recommending that a placement accuracy of with-
in 1 cm is required for reliable tACS application. In a following 
comparative modeling study involving mice, monkeys, and 
humans [53], the same research group revealed that head size 
is another factor influencing EF strength. Moreover, Ma et al 
[54] identified skull thickness, scalp thickness, and epidural 
cerebrospinal fluid thickness as key anatomical factors that 
contribute to the inter-individual variability of EF intensity. 
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Multi-Compartmental Neuronal Models of 
Cellular Responses to tACS

The oscillatory EF generated by tACS with conventional intensi-
ties (i.e., 1-2 mA) can periodically polarize the transmembrane 
potential. In vitro recordings in rats showed that such polariza-
tion response almost linearly increases with EF strength and 
decreases substantially as field frequency is varied from 10 
Hz to 100 Hz [10]. The mean sensitivity of membrane poten-
tial to applied field exhibits an exponential decay function of 
frequency. However, other in vitro experiments in rats [9, 13] 
and humans [13] reported there is no frequency dependence in 
membrane polarization by weak EFs. Additionally, consistent 
evidence from in vitro studies in rats [9, 10, 12, 13], ferrets [14], 
and humans [13], as well as in vivo recordings in rats [11], fer-
rets [14, 15] and nonhuman primates [16-20] showed that the 
weak EF can alter neural spike timing and cause entrainment. 
Yet, the degree of entrainment is highly variable within and 
across cell types. Some in vivo experiments in humans [23, 24] 
even revealed that the current intensities commonly used may 
not be sufficient to genuinely entrain neural activity. These con-
tradictory findings underscore the necessity of using computa-
tional models to quantify and understand the variable effects 
of tACS on cellular activity.

Multi-Compartmental Neuronal Models
The neural response to tACS is not only determined by the 
induced EF but also depends on cell properties, including bio-
physics, morphology, orientation, and ongoing brain activity. 
Using EF distribution alone is not sufficient to predict all cellu-
lar effects of tACS, which should be coupled to single-neuron 
models. Multi-compartmental models are powerful tools for 
predicting cellular responses to spatially distributed EF. This 
type of model discretizes the complex cell morphology into 
small compartments. Each compartment includes its spe-
cific membrane capacitance, resistance, ionic channel, and 
morphological features (i.e., length and diameter). Adjacent 
compartments are connected by an intracellular (axial) resis-
tance. The membrane potential gradient along the neurites 
generates axial currents flowing between compartments. The 
branch points in the dendrites or axon connect to at least three 
neighboring compartments. The conductance-based models 
introduced by Hodgkin and Huxley [55] provide powerful tools 
for describing the relationship between electrical activity and 
underlying ionic currents in each compartment. According to 
Hodgkin-Huxley (HH) formalism, an ionic current is calculated 
as the product of its conductance and driving force. See refer-
ence [56] for a more comprehensive description of such mod-
els. 
The multi-compartmental conductance-based neuronal mod-
els with realistic morphologies have been developed and 
validated for a wide range of cell types across animal species 
and humans, which are publicly available through repositories 
such as ModelDB, GitHub, and the library of Blue Brain models. 
A common software for simulating compartmental models 
is the NEURON environment [57], which offers a user-friendly 
graphical interface. It also allows users to develop custom 
models, execute simulations, and optimize parameters using 
Python, MATLAB or its specific programming language based 
on hoc.

tACS is modeled by applying the induced EF to each cell 
compartment as its extracellular voltage using NEURON’s 
extracellular mechanism [58-60]. The spatial morphologies 
of multi-compartmental models allow them to effectively de-
scribe the biophysical effects of EF on cell membrane. Since 
large current sources generated by the electrode placed at the 
scalp are distant from underlying cells, the induced EF has a 
low spatial gradient at the scale of individual neurons [61, 62]. 
Thus, when introducing the EF generated by a scalp electrode 
to a neuronal model, the field is often assumed to be uniform, 
i.e., the quasi-uniform assumption [59, 61-63]. 
According to the HH framework, transmembrane potential 
dynamics emerge from the interactions of intrinsic membrane 
properties, which include passive capacitance-resistance 
and voltage-gated ionic conductances [56]. These properties 
collectively govern cellular filtering behaviors over a range of 
stimulation frequencies. When an oscillatory EF is applied, it 
modulates transmembrane voltage by altering the extracel-
lular potential in each neuronal compartment. Such periodic 
perturbations interact with the membrane time constant and 
ion channel kinetics, thereby conferring an inherent frequency 
dependence on cellular response to oscillatory EFs.

Modeling Studies on Membrane Polarization 
Membrane polarization is the subthreshold response of rest-
ing neurons to weak EFs, which significantly depends on cell 
morphology and stimulation frequency. Multi-compartmental 
HH-type models have been used to simulate tACS-induced 
membrane polarization (summarized in Table 1). Under the 
quasi-uniform assumption, these studies directly apply weak 
sinusoidal EFs to isolated neuronal models without synaptic 
input or other external stimuli. 
Computational studies have examined the frequency-depen-
dent polarization response in subcellular elements of neocorti-
cal layer 5 pyramidal cells (L5 PCs), including dendrites, soma, 
and axon. Toloza et al [59] applied weak sinusoidal EFs to a 
multi-compartmental PC model, and field intensity is limited 
to 5 mV/mm peak-to-peak to make sure cellular response is 
subthreshold. They found that the membrane polarization in 
the apical dendrites is opposite to the soma and basal den-
drites. When the apical region is depolarized, the basal region 
is hyperpolarized, and vice versa. Membrane polarization 
depends on field orientation relative to the cell, and the max-
imal polarization occurs when the EF is parallel to the soma-
to-dendritic axis. These simulations are consistent with earlier 
modeling [64] and in vitro [65] results. Membrane response is 
also shaped by EF frequency. The polarization in the apical tuft 
exhibits a frequency resonance at 20 ± 4 Hz, corresponding to 
a band-pass behavior. The polarization in other cell compart-
ments decreases monotonically with increasing stimulation 
frequency, exhibiting a low-pass filter behavior. The hyper-
polarization-activated cation current (Ih) is the primary ionic 
mechanism that leads to the resonance response in distal 
dendrites, and its conductance density controls the resonance 
frequency. Subsequently, Aspart et al [66] used multi-compart-
mental models to quantify the frequency-dependent polariza-
tion profile in the dendrites and soma of a L5b PC to AC fields 
of sinusoidal waveform. They calculated cell sensitivity to AC 
fields by the ratio of polarization amplitude to field amplitude. 
In their simulations, the field sensitivity in apical dendrites 
exhibits a frequency resonance around 10-20 Hz, which is not 
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observed in the soma or basal dendrites. They related these 
differential frequency-dependent polarization profiles to cell 
morphology and active channels. The former increases field 
sensitivity in the apical dendrites, while the presence of high 
density of h-type channels decreases field sensitivity at low 
field frequencies. We recently used two-compartment models 
to analyze the membrane polarization induced by oscillating 
EFs in the frequency domain [67]. We applied linear system 
analysis to compute the transfer functions of the models, 
which were then used to understand the frequency-dependent 
patterns of membrane polarization. We showed that the pres-
ence of Ih introduces a new zero and pole to dendritic transfer 
function, reducing polarization amplitude at low frequencies 
and causing a visible frequency resonance. We also found that 
the compartment geometry, internal coupling conductance, 
and other ionic currents affect the polarization response main-
ly by altering the gain and poles of transfer functions. 
Membrane polarization has also been quantified in different 
types of cells. Tran et al [60] examined somatic polarization in 
L1 neurogliaform cell (NGC), L2/3 PC, L4 large basket cell 
(LBC), L5 PC, and L6 PC using multi-compartmental models 
with oscillatory EFs. They applied polarization length to quanti-
fy cell sensitivity to applied EF, which was computed by somat-
ic polarization per unit field. They showed that there is a linear 
relationship between somatic polarization and EF strength, 
and the mean coefficient of determination R2 is 0.9818 over 
the set of all neurons. L5 PC exhibits the highest polarization 
lengths, followed by L6 PC and L2/3 PC. L1 NGC and L4 LBC 
have lower values than PCs. Recently, we used a set of 
multi-compartmental models to examine the polarization re-
sponse in the subcellular elements of above five cell types to 
sinusoidal EFs [68]. For each cell type, we included five virtual 
clones with random variations in their dendritic and axonal 
morphologies, which were previously validated to replicate cel-
lular responses to weak fields [61]. Our simulations showed 
that membrane polarization varies by cell type and subcellular 
element. The somatic polarization in PCs is sensitive to sinu-
soidal EF that is oriented roughly parallel to the cortical col-
umn, while the polarization sensitivity to field direction for 

Reference Cortical Cell Type Main Results

Toloza et al [59] L5 PC
Ih is the primary ionic mechanism that leads to the resonance response 
to tACS in the apical dendrites.

Aspart et al [66] L5 PC
Cell morphology and Ih contribute to the resonance in the apical den-
drites.

Huang et al [67] PC
Passive membrane properties and Ih underlie frequency-dependent po-
larization by altering the model’s transfer function.

Tran et al [60]
L1 NGC, L2/3 PC, L4 LBC, L5 
PC, L6 PC

L5 PC exhibits the highest polarization lengths, followed by L6 PC and 
L2/3 PC. L1 NGC and L4 LBC have lower values than PCs.

Huang et al [68]
L1 NGC, L2/3 PC, L4 LBC, L5 
PC, L6 PC

Membrane polarization varies by cell type and subcellular element. Axon 
usually exhibits the highest polarization, followed by the dendrites and 
soma.

Gaugain et al [69]
L2/3 PC, L5 PC, L6 PC, VIP in-
terneurons, SST interneurons, 
PV interneurons

Somatic polarization in PCs decreases with frequency, which exhibits 
a resonance in inhibitory neurons. L5 PCs have the highest polarization 
lengths, and SST and PV cells have lower values.

Table 1. Summary of Multi-compartmental Modeling Studies on Membrane Polarization.

non-pyramidal cells varies between clones. Axon usually exhib-
its the highest polarization, followed by the dendrites and 
soma. For PCs, the polarization in the apical dendrites exhibits 
a visible frequency resonance, while the other subcellular ele-
ments primarily exhibit low-pass behavior. These findings are 
consistent with above mentioned studies [59, 66, 67]. The sub-
cellular elements of non-pyramidal cells exhibit complex fre-
quency-dependent polarization profiles. Similarly, Gaugain et al 
[69] found that somatic polarization in PCs is the highest at di-
rect current and decreases exponentially with AC frequency, 
which corresponds to a low-pass filter behavior. The polariza-
tion in inhibitory neurons exhibits a resonance in the 5-15 Hz 
range. L5 PCs have the highest polarization lengths, and so-
matostatin and parvalbumin cells have lower values. 

Modeling Studies on Entrainment of Spiking Activity 
The subthreshold membrane polarization by tACS can alter 
spike timing and entrain neural activity. The multi-compart-
mental HH-type models have also been used to examine these 
effects on ongoing firing activity (summarized in Table 2). In 
this scenario, the synaptic inputs are applied to multi-com-
partmental models to generate spontaneous firing. The neural 
entrainment is commonly quantified by phase locking value 
(PLV), which measures spike timing synchronization relative to 
tACS waveform [60, 69]. The minimum PLV is 0, which means 
the spike timings are uniformly distributed over all phases. The 
maximum value is 1, which means the spike timing is perfectly 
synchronized to a specific phase of tACS. 
Computational studies have investigated spike entrainment by 
tACS in different types of cortical cells. In these studies, tACS 
was modeled by directly applying a spatially uniform EF with 
sinusoidal waveform to an isolated multi-compartmental mod-
el. Using this method, Tran et al [60] systematically examined 
the effects of tACS on firing activity in L1 NGC, L2/3 PC, L4 
LBC, L5 PC, and L6 PC. To generate spontaneous firing activity, 
an excitatory synaptic input was added to each cell at a ran-
dom location on the apical dendrite for PCs or the basal den-
drite for interneurons. A stochastic Poisson process was used 
to model the presynaptic input. The synaptic conductance 

A
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was modeled using a two-exponential function. They found 
that sine-wave EF does not alter the firing rate of cortical cells 
when field intensity is in the range of human experiments (i.e., 
< 1 V/m). However, such weak fields can entrain the spiking 
activity in L5 PC and L4 LBC. L2/3 and L6 PCs exhibit weaker 
entrainment than L5 PC and L4 LBC, and no entrainment is ob-
served in L1 NGC. The cell-type-specific entrainment is related 
to neuronal morphology and cell biophysics. Recently, Gaugain 
et al [69] found that the phase entrainment of cortical cells is 
dependent on EF intensity and frequency. In their simulations, 
the presynaptic spike train was also generated by a stochastic 
Poisson distribution. The multiple synapses and their param-
eters were determined to generate reproducible firing activity 
with a mean rate at 10 Hz in each cell. They showed that there 
is a linear increase in entrainment to tACS frequency with EF 
intensity. When EF intensity is 10 V/m, L5 PCs exhibit the high-
est entrainment at their intrinsic firing frequency, which decays 
with stimulus frequency. The entrainment in inhibitory neurons 
increases with frequency. They also developed three-compart-
ment PC model and single-compartment inhibitory neuron 
model to replicate above simulations. These simplified models 
can be used for faster computation of network-level dynamics 
with tACS. 
To mechanistically understand the morphology-dependent 
effects of tACS, several studies [70, 71] employed inte-
grate-and-fire (IF) models to approximate neural activity gener-
ated in a biophysically more sophisticated ball-and-stick (BS) 
model. The BS model consists of a lumped somatic compart-
ment attached to a passive dendritic cable with a specified 
length. The IF model provides a simple phenomenological 
description of spike generation while retaining biologically 
plausibility of HH-type dynamics [72]. In IF models, a spike is 
generated when membrane potential exceeds a predefined 
threshold. Aspart et al [70] developed extended IF models to 
reflect the morphology-dependent EF effects extracted from 
a BS model. The in vivo like noisy synaptic inputs were used 
to generate spontaneous spiking, which were modeled as 
Ornstein-Uhlenbeck processes. They found that an oscillatory 
EF causes spike rate resonance and the resonance frequency 
depends on synaptic input location, which is related to the 
dendritic filter of synaptic inputs. With the similar technique, 
Ladenbauer and Obermayer [71] analytically determined the 
parameters of a two-compartment model to reproduce so-
matic voltage dynamics in a BS model. The IF formalism was 
used to model the spike dynamics in each compartment. They 
found that the oscillatory EF (1 V/m) causes a clear resonance 
in spike rate when its frequency is in the beta and low gamma 
bands. They further showed that the weak field effectively re-
flects anti-correlated inputs at the soma and dendrite, which 
modulate firing activity and lead to spike rate resonance. Using 
the two-compartment models described above, we recently in-
vestigated the effects of oscillatory EFs on spike train correla-
tions between pairs of unconnected neurons driven by shared 
fluctuating dendritic inputs [73]. We observed that output cor-
relation increases with EF intensity while exhibits resonance at 
specific field frequencies. This correlation resonance is influ-
enced by the morphological differences between the somatic 
and dendritic compartments, with increased structural asym-
metry resulting in more pronounced resonant behavior. These 
findings were further validated using morphologically detailed 
PC models.

An isolated multi-compartmental model cannot account for all 
cellular effects of tACS, and it is necessary to examine cellular 
responses to stimulation in a neuronal network with synaptic 
connections. Multi-compartmental models incorporate numer-
ous variables, parameters, and nonlinearities. Incorporating 
these models into networks with synaptic connections to 
simulate cellular responses thus significantly increases com-
putational cost. For this reason, simpler neuronal models are 
often appropriate for network-scale simulations of tACS. The 
relevant HH-type model usually includes two compartments, 
which is the minimal individual neuronal unit to capture the 
spatial polarization by EFs [71, 73, 74]. One compartment 
represents the apical dendrite, and the other compartment is 
the soma. Particularly, they are still computationally efficient 
when simulating network dynamics. The method for coupling 
EF to a two-compartment model is the same as that used in 
multi-compartmental models. With the network of two-com-
partmental models, Zhao et al [75] found that low intensity 
tACS (< 0.3 V/m) desynchronizes neural firing relative to ongo-
ing endogenous oscillations, while higher intensity stimulation 
(> 0.3 V/m) directly entrains neural firing. These are consistent 
with experimental recordings in the nonhuman primate brain 
[20]. Compared to isolated single cells, tACS-induced entrain-
ment is amplified by synaptic coupling and network effects. 
Their simulations also revealed that oscillatory EFs directly 
entrain pyramidal cell and then drive the interneurons. Note 
that the two-compartment models do not include realistic cell 
morphology, which is an important factor that may lead to 
variability in single neuron responses to tACS [60, 66, 70]. Im-
portantly, such simplified models are unable to simulate mem-
brane polarization in dendritic and axonal terminals as well as 
their arbors, and thus neglect tACS effects on presynaptic and 
postsynaptic compartments [61]. All these factors can affect 
their predictions on input-output properties in single neurons 
and further alter network-level activity. Simulation of tACS 
effects on large-scale networks with morphologically detailed 
neuronal models can be executed on the supercomputers [61, 
76]. Further, there were studies using networks of phenomeno-
logical models (such as, Izhikevich or IF models) to simulate 
the entrainment of cortical oscillations by tACS, which were 
reviewed in reference [27] and not covered here.
Above studies use a uniform EF to describe tACS, which do 
not consider the anatomical distribution of EFs. Wischnews-
ki et al [19] integrated multi-compartmental models of L5 
thick-tufted PCs with a realistic head model to simulate tACS 
effects on spiking activities. Alternating currents were applied 
to the scalp anterior and posterior of motor cortex through two 
electrodes. The head model predicts that the EF is strongest 
at crown of the precentral gyrus, which is 0.31 mV/mm and 
decreases with depth into the sulcus. Such EF significantly 
entrains L5 PCs without altering firing rates. The neural en-
trainment by tACS depends on the orientation of cortical cells. 
Since the locations of PCs in anterior and posterior wall of 
the precentral gyrus are along electric current direction, they 
are more entrained than those at the crown and the bottom 
of the sulcus. Further, the anterior wall and posterior wall are 
entrained at different phases. Wischnewski et al [19] also de-
veloped a simplified microcircuit model with two PCs and one 
interneuron, and each neuron was described by a two-compart-
ment model consisting of a soma and a dendrite. Combined 
with the realistic head model, they replicated the phase shifts 
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Reference Neuronal Model tACS Model Main Results

Tran et al [60]
isolated multi-compart-
mental model with realistic 
morphology

uniformly distributed 
sinusoidal EF

Weak fields (< 1 V/m) entrain spiking activity in L5 PC 
and L4 LBC. L2/3 and L6 PCs exhibit weaker entrain-
ment than L5 PC and L4 LBC, and no entrainment is 
observed in L1 NGC. Cell-type-specific entrainment is 
related to neuronal morphology and biophysics.

Gaugain et al [69]
isolated multi-compart-
mental model with realistic 
morphology

uniformly distributed 
sinusoidal EF

Phase entrainment depends on EF intensity and fre-
quency. L5 PCs exhibit the highest entrainment at 10 
Hz when field intensity is 10 V/m, which decays with 
stimulus frequency. The entrainment in inhibitory cells 
increases with frequency.

Aspart et al [70]
extended IF model devel-
oped based on a BS model

uniformly distributed 
sinusoidal EF

An oscillatory EF causes spike rate resonance and the 
resonance frequency depends on synaptic input loca-
tion, which is related to the dendritic filter for synaptic 
inputs.

Ladenbauer and 
Obermayer [71]

two-compartment IF model 
developed based on a BS 
model

uniformly distributed 
sinusoidal EF

An oscillatory EF (1 V/m) effectively reflects anti-cor-
related inputs at the soma and dendrite, which modu-
late firing activity and lead to spike rate resonance.

Huang et al [73]
two-compartment IF model 
developed based on a BS 
model

uniformly distributed 
sinusoidal EF

Spike train correlation increases with EF intensity 
while exhibits resonance at specific field frequen-
cies. This correlation resonance is influenced by the 
morphological differences between the somatic and 
dendritic compartments.

Zhao et al [75]

cortical network consisting 
of 800 PCs and 200 inter-
neurons, and each neuron 
is described by a two-com-
partment HH-type model

uniformly distributed 
sinusoidal EF

Low intensity EF (< 0.3 V/m) desynchronizes neural 
firing relative to ongoing endogenous oscillations, 
while higher intensity field (> 0.3 V/m) directly entrains 
neural firing. tACS-induced entrainment is amplified by 
synaptic coupling and network effects. The oscillatory 
EFs directly entrain PCs and then drive the interneu-
rons.

Wischnewski et al 
[19]

isolated multi-compart-
mental model with realistic 
morphology

EFs calculated in a 
realistic head model 

EF entrains L5 PCs without altering firing rates, which 
depends on the orientation of cortical cells. The PCs 
in anterior and posterior wall of the precentral gyrus 
are more entrained than those at the crown and the 
bottom of the sulcus.  

Wischnewski et al 
[19]

a microcircuit with two PCs 
and one interneuron, and 
each neuron is described 
by a two-compartment HH-
type model 

EFs calculated in a 
realistic head model 

NMDA-mediated synaptic plasticity is a factor that 
drives the phase shifts over time observed in experi-
mental recordings.

Huang et al [77]
isolated multi-compart-
mental model with realistic 
morphology

EFs calculated in a 
realistic head model

EF heterogeneity and cell morphology are factors that 
contribute to diverse entrainments. The quasi-uniform 
assumption used for modeling tACS effects on spike 
entrainment is validated.

Table 2. Summary of Multi-compartmental Modeling Studies on Entrainment of Spiking Activity.A

over time observed in experimental recordings, suggesting 
that N-methyl-D-aspartate (NMDA)-mediated synaptic plastici-
ty is a factor that drives above phase precession. We recently 
used multiscale modeling to examine how L5 PCs in primary 
motor cortex respond to conventional M1-SO tACS [77]. The 
simulations of an anatomically accurate head model showed 
that the induced EFs distribute heterogeneously across the L5 
surface of interest. By calculating PLV and preferred phase of 

morphologically realistic neuronal models, we found that the 
direction and intensity of heterogeneous EF and cell morphol-
ogy are factors that contribute to the diverse entrainments. 
Our simulations also validated the quasi-uniform assumption 
used for modeling tACS effects on spike entrainment. The 
synaptic inputs in above two studies are modeled using a 
similar approach to Tran et al [60]. Note that such multiscale 
models were also applied to quantify the axonal and dendritic 
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polarization by transcranial direct current stimulation [61] and 
cortical neuron activation by transcranial magnetic stimulation 
[78]. These studies collectively indicate that the multiscale 
modeling is a promising approach for understanding cellular 
response to noninvasive brain stimulation.

Conclusions 

tACS offers a noninvasive means to probe and modulate neu-
ral oscillations, yet fundamental questions remain about its 
ability to entrain neuronal activity at conventionally applied 
intensities. Multiscale computational models provide a critical 
framework for resolving these controversies by linking mac-
roscopic EF distributions to cell-type-specific polarization and 
spike entrainment. Realistic head models have clarified how 
anatomy, tissue conductivity, stimulation parameters, and elec-
trode montage shape field strength, while multi-compartmen-
tal neuronal models have demonstrated how cell morphology, 
ionic currents, and synaptic inputs govern cellular responsive-
ness. 
Data-driven methods have been applied to develop multi-
scale models to reproduce and integrate experimental data. 
Markram et al [76] used a multi-objective optimization to con-
strain the vector of ion channel conductance densities in neo-
cortical microcircuitry to reproduce recorded spike features. 
Dura-Bernal et al [79] applied a hyperparameter optimization 
framework to tune synaptic weights in auditory thalamocorti-
cal circuits to produce physiological firing rates. The resulting 
data-driven multiscale models were used to interpret the cel-
lular and circuit mechanisms underlying experimental obser-
vations. Therefore, the data-driven integration of multiscale 
models with experimental recordings across species and 
human neuroimaging will be essential for identifying cell- and 
region-specific mechanisms of tACS, reconciling translational 
differences, and capturing excitatory-inhibitory network inter-
actions. 
Further, the convolutional neural networks were previously 
used to rapidly predict EF distribution in brain tissues [80- 
81] and activation threshold in cortical cells [82] during tran-
scranial magnetic stimulation. The temporal convolutional 
networks were applied to predict the subthreshold dynamics 
and spike timing in L5 PCs with synaptic inputs [83]. The hi-
erarchical convolutional neural networks were used to model 
neural single-unit and population responses in higher visual 
cortical areas [84]. These studies suggest that artificial neu-
ral networks could be introduced to assist in multiscale tACS 
modeling and bridge the data at different scales. By advancing 
toward individualized, validated, and clinically informed model-
ing frameworks, potentially enhanced by artificial intelligence 
technologies, future work can transform tACS from a variable 
experimental tool into a precise neuromodulation strategy with 
robust therapeutic applications.
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Abstract

Objective: To explore the efficacy of middle meningeal artery embolization (MMAE) in the treatment of chronic subdural hematoma (CSDH).
Methods: We retrospectively analyzed clinical data of 3 patients (with 4-sided hematomas) diagnosed with CSDH who were admitted to the De-
partment of Neurosurgery, General Hospital of Ningxia Medical University in December 2021. Two patients underwent MMAE (one with bilateral 
MMA embolization), and one patient received MMAE combined with subdural burr hole drainage. All patients were embolized using Onyx glue. 
Clinical efficacy was evaluated using the modified Rankin Scale (mRS), with a ≥1-point decrease post-treatment defined as symptom improve-
ment. Hematoma absorption was assessed via imaging.
Results: Successful superselective catheterization of the middle meningeal artery (MMA) was achieved in all 3 patients (4-sided hematomas), 
with complete occlusion of the frontoparietal trunk of the MMA and its main branches. No procedure-related complications occurred. During a 2–4 
month follow-up, all patients showed clinical improvement (mRS decreased by 1–2 points). Imaging confirmed complete absorption of all 4-sided 
hematomas, resolution of clinical symptoms, and no recurrence.
Conclusion: MMAE is a safe, effective, and promising treatment for CSDH.
Keywords: MMAE; CSDH; mRS; Case Series.
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Introduction

Chronic subdural hematoma (CSDH) is a common neurosur-
gical condition, predominantly affecting elderly patients, and 
is associated with significant morbidity and mortality [1-3]. 
Current treatment modalities include conservative manage-
ment, burr hole drainage, and hematoma evacuation [4]. Phar-
macological options for CSDH primarily consist of steroids, 
platelet-activating factor antagonists, and statins [5]. However, 
conservative treatment success rates vary widely, with failure 
rates requiring surgical intervention ranging from 15% to 90% 
[4], and non-surgical approaches are only effective in select pa-
tient subgroups [6-10]. Thus, surgical evacuation remains the 
mainstay for most CSDH cases [11]. Nevertheless, 5%–30% of 
surgical cases experience hematoma recurrence [12-17], partly 
because conventional surgery does not address the underlying 
pathophysiological mechanisms of CSDH formation [18-20].
In recent years, middle meningeal artery embolization (MMAE) 
has emerged as a minimally invasive approach to target the 

vascular supply of CSDH, aiming to improve treatment out-
comes [21]. This study evaluates the efficacy of MMAE in 
treating CSDH through a case series and literature review.

Materials and Methods

Clinical Data
Three patients with CSDH were included: 2 males (1 with bilat-
eral hematomas) and 1 female, aged 58–59 years (mean 58.3 
years). All had a history of head trauma, with disease duration 
ranging from 23 to 60 days (mean 37.67 days) (Table 1).

Imaging Data
All patients were diagnosed with CSDH via preoperative cranial 
CT. One patient had bilateral hematomas, and 2 had unilateral 
hematomas. Hematoma types included 2 cases (3 sides) of 
isodense hematomas and 1 case (1 side) of mixed-type hema-
tomas.
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Age 
(years) Gender Time from 

Onset (days) Symptoms Hematoma Location Comorbidities Surgical Method Follow-up 
(months)

59 Male 23 Headache Left frontal, parietal, tem-
poral, occipital lobes None MMAE 4

59 Male 30 Headache Bilateral frontal and tem-
poral lobes

Hypertension (1 
year) MMAE 2

58 Female 60 Headache, left 
limb weakness

Right frontal and tempo-
ral lobes None MMAE + Burr 

hole drainage 2

Table 1. Clinical details of the three patients

Treatment Method
Patients were placed in the supine position, with routine dis-
infection and draping. The right femoral artery was punctured 
using the Seldinger technique, and a 6F arterial sheath was 
inserted. Cerebral angiography was performed, followed by 
systemic heparinization. Under fluoroscopic guidance, a 6F 
guiding catheter was advanced into the affected external ca-
rotid artery using a 150 cm guidewire. A microcatheter was 
then navigated into the external carotid artery → maxillary 
artery → MMA under microguidewire guidance. After injecting 
DMSO as a solvent, 0.5 mL of Onyx glue was administered to 
embolize the affected MMA. The procedure was completed by 
withdrawing the microcatheter and guiding catheter.

Postoperative Management
All patients received postoperative fluid replacement. D-dimer 
levels were monitored on postoperative day 2:

•		If D-dimer levels were not significantly elevated, patients 
were allowed early ambulation for rehabilitation.
•		If D-dimer was elevated, lower extremity Doppler ultra-
sound was performed; ambulation was permitted if no 
deep vein thrombosis was detected.

Two patients underwent standalone MMAE with normal post-
operative D-dimer levels and ambulated on postoperative day 1. 
One patient (MMAE + burr hole drainage) had elevated D-dimer 
but no deep vein thrombosis; the surgical drain was removed 
at 30 hours, and ambulation was initiated thereafter.

Follow-up
Patients were followed up via outpatient visits and telephone 
calls for 2–5 months. Neurological function was assessed us-
ing the mRS:

•		0: Asymptomatic
•		1: Symptomatic but no disability; able to perform all daily 
activities
•		2: Mild disability; independent in self-care but unable to 
resume previous activities
•		3: Moderate disability; walks unassisted but requires 
help with daily activities
•		4: Severe disability; unable to walk or self-care without 
assistance
•		5: Bedridden, incontinent, requiring long-term care
•		6: Death

Results

All 3 patients (4-sided hematomas) achieved successful su-

perselective MMA catheterization, with complete occlusion of 
the frontoparietal trunk of the MMA and its main branches. No 
procedure-related complications occurred. During follow-up 
(2–5 months):

•		All patients showed clinical improvement: 2 patients had 
mRS scores decrease from 2 to 0, and 1 patient improved 
from 3 to 0.
•		Imaging confirmed complete absorption of all 4-sided 
hematomas, resolution of symptoms, and no recurrence 
(Figures 1–3).

Discussion

CSDH incidence is rising annually [22]. With population aging 
and increased use of anticoagulants/antiplatelets, the U.S. is 
projected to see >60,000 new cases yearly by 2030, making 
CSDH the most common adult neurosurgical diagnosis [1].
The pathophysiology of CSDH involves complex processes. 
Historically attributed to traumatic bridging vein rupture [23, 
24], inflammation is now recognized as a key driver [25, 26], 
explaining CSDH development in trauma-negative patients or 
those with delayed onset. Inflammation, membrane formation, 
angiogenesis, and fibrinolysis synergistically promote hemato-
ma expansion [25]. Conventional surgery relieves mass effect 
but does not address these mechanisms, leading to recurrence 
[11, 21]. MMAE targets the vascular supply of CSDH, overcom-
ing this limitation [21].
MMAE is applicable to all CSDH types, complementing drug 
therapy and burr hole drainage. It is particularly valuable for 
patients on long-term antiplatelets/anticoagulants, or with 
thrombocytopenia/coagulation disorders, except those with 
severe contrast allergies or renal insufficiency. Studies support 
MMAE’s efficacy: Fiorella et al. reported lower treatment failure 
rates with MMAE vs. standard therapy [27]; multicenter studies 
highlight its safety as a minimally invasive alternative [28-30].
In our series, 2 patients underwent MMAE (1 bilateral), and 1 
received MMAE + burr hole drainage, with complete hemato-
ma resolution and symptom improvement. MMAE works by 
occluding the MMA (a key blood supply to CSDH capsules) 
with Onyx glue, cutting off hematoma perfusion and prevent-
ing recurrence. Compared to conventional surgery, it reduces 
infection, rebleeding, and brain tissue damage, enabling faster 
recovery—critical for elderly patients to minimize bedridden 
complications.
Limitations include the small sample size (3 patients, 4-sided 
hematomas) and short follow-up (2–4 months), which restrict 
generalizability and long-term efficacy assessment. Future 

A
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Figure 1. Preoperative CT showing left frontal, parietal, temporal, and occipital CSDH (A); left MMA embolization (B); 4-month follow-up CT show-
ing complete hematoma absorption (C).

Figure 2. Preoperative CT showing bilateral frontal and temporal CSDH (A); bilateral MMA embolization (B); 2-month follow-up CT showing com-
plete hematoma absorption (C).

Figure 3. Preoperative CT showing right frontal and temporal CSDH (A); right MMA embolization (B); 2-month follow-up CT showing complete he-
matoma absorption (C).

A
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multicenter, large-cohort studies with extended follow-up are 
needed to validate MMAE’s safety and optimize protocols.

Conclusion

MMAE or MMAE combined with burr hole drainage achieved 
successful occlusion of the MMA, complete hematoma ab-
sorption, symptom resolution, and no recurrence in 3 CSDH 
patients. Supported by literature, MMAE blocks hematoma 
blood supply, addressing limitations of traditional treatments, 
and is a safe, effective CSDH therapy. Further research with 
larger cohorts and longer follow-up is warranted to confirm its 
broader applicability and long-term outcomes.
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